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Abstract
The Catalogues of the solar proton events [Logachev, ed., 1982-2016] provide the homogeneous data series of events with maximum intensity of > 10 MeV solar protons \( J \geq 1 \text{cm}^{-2}\text{s}^{-1}\text{sr}^{-1} \) beginning from 1970 up to now. The event rates behavior is rather smooth: the total number of such events, relative to accumulated sunspot number, is almost constant in the solar cycles 21-23 and even slightly growing in the solar cycle 24. Contrary, the total number of the most powerful (GLE) events per cycle was constant within statistical errors in the cycles 21-23, and it fell abruptly in cycle 24. Considering the conventional sources of GLEs we found that production of GLEs by X-class bursts was 3 times less in cycle 24 than in cycle 23, while production of GLEs by the >1000 km/s halo-type CMEs was 5 times lower.

Introduction
Energetic charged particles of solar origin were discovered almost 80 years ago [Forbush, 1946], in the solar cycle 17; their observation covers more than seven 11-year solar cycles. Solar energetic particles (SEPs) coming to the Earth are a product of multiple processes on the Sun and in the space where they are generated and modulated. The SEP features bear signatures of mechanisms of their acceleration and propagation. In spite of the long history of observations, the contribution of various sources in the process of SEP generation remains a long-standing question. During the period of SEP investigation, Sun mostly demonstrated high activity but cycle 24 opened an epoch of lowered solar activity with a complete rearrangement of physical conditions, both on the Sun and in the inner heliosphere [Ishkov, 2018]. The aim of this work is to examine changes in the SEP occurrence rate due to the decrease of solar activity in cycle 24, which may shed some light to the SEP origin.

Catalogs of the solar proton events
In 1940ies-1950ies, a SEP appearance could be recorded only by the ground-based instruments, mainly by ionizing chambers, i.e. their energy exceeded several GeV. They are rather rare events and received the name of the ground level enhancements (GLEs). Development of neutron monitors [Simpson, 1957] did not strongly increase the observed GLE rate: until now, there are only 72. Balloon measurements [Charakhch’yan, 1964] doubled the observed number of solar energetic particle (SEP) events, and space observations in 1970ies increased it by an order of magnitude. Energies of SEPs cover more than 4 orders of magnitude and intensities, more than 8 orders of magnitude, therefore a SEP event cannot be recorded by a single instrument. A need to compile the data of various observations was recognized and led to the issue of the first Catalog of Solar Particle Events 1955-1969 [Svestka and Simon, ed., 1975].

Beginning from early 1980ies an informal group of experts in solar physics, particle physics, and geophysics collected the data on solar particle observations and accompanying phenomena trying to form the homogeneous data sets, a Catalog of solar proton events which is a continuation of the Catalog [Svestka and Simon, ed., 1975]. The group is working under
the leadership of professor Yu.I. Logachev from Moscow State University. The Catalog compiles the data of the solar energetic particle (SEP) events with the $\geq 10$ MeV proton flux $J_{10} \geq 1 \text{ cm}^{-2}\text{s}^{-1}\text{sr}^{-1} \text{(pfu)}$ in the maximum of the intensity-time profile (TOM flux). All available data of various spacecraft, balloons, and neutron monitors were included in the issues [Logachev, ed., 1982, 1986, 1989, 1990, 1998, 2016].

An uniform approach to the data collection enables us to compare the solar proton activity in the last solar cycles. The Catalogs ed. by Yu.I. Logachev started in January 1970, i.e. in the middle of the 20th solar cycle. Therefore, we took for comparison three full solar cycles 21-23 and the last almost finished cycle 24. In this work, we examine changes in the solar proton generation rate against the weakening of solar activity during the last solar cycles. In particular, we focus on the total number of SEP events with $\geq 10$ MeV protons ($J_{10}$ series) and the number of the most powerful SEP events, GLEs. Figure 1 demonstrates the timeline of $J_{10}$ proton fluxes in the maximum of the intensity-time profile of a SEP event against the background of the sunspot number. GLEs are marked by the red color.

**Accumulated number of SEP events**

An approach implemented here is an analysis of the accumulated number of parameters for each solar cycle: the data for each month of a solar cycle are summarized beginning from the cycle start. Figure 2 demonstrates the accumulated values of sunspot number Rz and of SEP events numbers vs. ordinal month number in solar cycle. The Rz vs. time is shown for clarifying of accumulation approach. It is seen that Rz number decreased from cycle 21 to cycle 24 faster than $J_{10}$. The accumulated values are convenient for the study of the summarized values of the solar activity parameters, duration of the sunspot cycles and of the active periods within the cycles when SEPs were generated. The sunspot number was decreasing persistently from cycle 21 to cycle 24 but the cycle duration, not. Note, that cycle 24 in June 2019 is the second in duration, and it is not finished yet at the moment of the paper writing. Although SEPs do not repeat the ranking of sunspot number, cycle 24 is the weakest in all aspects with the exception of the duration of the GLE active period. The maximum number and longest duration of $J_{10}$ were in cycle 21, and GLEs, in cycle 23, which was the second in strength for $J_{10}$.

Keeping in view weakening of solar activity it is interesting to look at the relative value of SEP parameters, i.e. ratio of the accumulated number of SEP events to accumulated Rz. Contrary to absolute values, the relative number of $J_{10}$ SEP event number increased by 20% from cycles 21-22 to cycle 24. At the same time, the relative number of GLEs fell from 5-7% to less than 1.5%. In the cycles 21-23 the total number of $J_{10}$ SEP events was ~9-12 times larger than that of the GLE events. In cycle 24 this factor was ~55.

The average rate of SEP events per month may be defined as the ratio of accumulated SEP event number to the duration of an Rz cycle, or to the duration of SEP generation period.
within a cycle. In the first case, the $J_{10}$ rate slowly decreased from cycle 21 to cycle 24, while the GLE rate was constant in cycles 21-23 and strongly decreased in cycle 24. In the second case, the $J_{10}$ rate remained constant in cycles 21-23 and slightly decreased in cycle 24; the GLE rate had maximum in cycle 22 and fell dramatically in cycle 24.

![Graphs of sunspots Rz, SEP events J10, and GLEs for cycles 21 to 24.]

Fig. 2. Accumulated numbers of sunspots Rz (green lines), SEP events J10 (brown lines), and GLEs (red lines). Orange lines show Rz vs. ordinal month number of the cycle.

**Sources of SEPs in cycles 21-24**

The most striking phenomenon in cycle 24 is dramatic fell in the rate of GLEs. It is natural to examine the GLE sources, namely X-ray flares and coronal mass ejections (CMEs) [e.g., Klein and Dalla, 2017]. Only reliable sources according to the Catalogs ed. by Yu.I. Logachev were taken into account. Relationship between GLEs and X-ray flares was considered for 1971-2017 (URL flares). There were 52 GLEs during the period 1971-2017, among them 49 with a reliable flare source. Two events (28 May 1990 and 18 April 2001) with a back side solar flare sources were excluded from consideration. Around 81% of GLEs originated from the X-ray flares of the class $> X$, 15%, of the class M. Numbers of X-class bursts relative to M-class ones in the cycles 21-14 were virtually constant – 7.8%, 7.6%, 8.7%, and 6.8%, respectively. Figure 3 demonstrates the accumulated number of X-class X-ray bursts and accumulated GLE number for cycles 21-24. In cycles 21 and 22 both data series are similar. However, in cycle 23 the number of GLEs increased faster than the X-class burst number while in cycle 24 a situation was the opposite. The number of X-class flares for one GLEs was ~8 in cycle 23, and it was 24 in cycle 24.
Fig. 3. Accumulated numbers of X-ray flares of X class (blue lines) and GLEs (dark-red lines).

An additional or an alternative source of GLEs are CMEs, information of which is available for cycles 23 and 24 [URL CME]. There were 18 GLEs during this period, information for 17 events being available. More than 94% of the GLE-related CMEs had velocity $> 1000$ km/s, more than 76% - $> 1500$ km/s. More than 82% of GLE-related CMEs were of the halo type. We have examined the accumulated number of the halo-type CMEs with velocity more than 1000 km/s and compared them with those of the GLE number (see Figure 4).

The numbers of the halo-type CMEs with $V \geq 1000$ km/s for one GLE in the cycles 23 and 24 was 11 and 55, respectively.

Fig. 4. Accumulated numbers of the halo-type CMEs with $V \geq 1000$ km/s (green lines) and GLEs (dark red lines).

While considering sources of J10 SEP events, GLEs were excluded from the analysis. In cycles 23 and 24 more than 95% of the J10 SEP associated flares belonged to class $> M$, differences between cycles 23 and 24 being quite small. More than 95% of the J10 related CMEs had velocity above 500 km/s and more than 70% were of the halo type. Figure 5 shows comparison between the accumulated numbers of the J10 SEP events and those of the sum of M and X classes flares (upper panels) and between J10 and CMEs of the halo type with
velocity > 500 km/s (lower panels). From cycle 23 to 24 the number of powerful solar flares decreased stronger than the number of the J10 SEP events. On the contrary, the number of CMEs diminished less than the J10 SEP event number. The numbers of M+X-class flares for one J10 event was 12.3 in cycle 23, and 8.7 in cycle 24. Similar values for the halo-type CMEs with V>500 km/s were 2.6 and 3.1.

**Fig. 5.** Upper panels: accumulated numbers of the flares of M+X classes (blue lines) and J10 SEP events (dark red lines). Bottom panes: accumulated numbers the halo-type CMEs with V≥500 km/s (green lines) and J10 SEP events (dark red lines)

**Conclusion**

A series of Catalogs [Logachev, ed., 1982, 1986, 1989, 1990, 1998, 2016] being continued nowadays provides a homogeneous data set on the SEP events from 1971 up to the present. We separated all the events in two groups, one containing events with energies of 10^{-} ~500 MeV (J10 series), and another, containing GLEs. The occurrence rate of GLEs was almost constant in cycles 21-23. It diminished by a factor >5 in cycle 24. The majority of GLEs are connected with the X-ray flares of the class ≥ X and the CMEs with velocity ≥ 1000 km/s and angular width of 360 deg (halo). Our analysis proves that, basing on relations between the total number of recorded GLEs and the total number of the assumed sources, the production of GLEs by X-class bursts was 3 times less in cycle 24 than in cycle 23, while production of GLEs by the >1000 km/s halo-type CMEs was 5 times lower.

Nevertheless, it should be stressed that this result is purely statistical. A real complex of solar phenomena leading to the GLE occurrence needs further study.
The number of SEP events with $\geq 10$ MeV protons diminished with the weakening of solar activity in cycles 21-24 but less than the sunspot number. The majority of $J10$ SEPs are connected to solar flares $> M$ class and the halo type CMEs with velocity $\geq 500$ km/s. The occurrence rate of $\geq M$ flares decreased from cycle 23 to cycle 24 more than the occurrence rate of the $J10$ SEP event number. The number of the $J10$ SEPs related CME decreased less than the $J10$ SEP number. This result confirms that the CME role is bigger for the less powerful SEP events [Dierckxsens et al. 2015].

Striking difference in the timeline of the rate occurrence of the GLEs and the less energetic events may suggest that the GLEs are a special class of SEP events.
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Abstract

In the minimum of solar activity 2007–2008, there was an extremely long stable state of the structures of the solar wind speed, which persisted for 14 rotations of the Sun. According to the neutron monitor (Apatity), which registered galactic protons with energy > 500 MeV, and the integral channel Ep> 50 MeV of the EPHIN, SOHO instrument, quasi-27-day variations in the fluxes of galactic protons were studied. Periods of their variations turned out to coincide with the periods of the long-lived structures of the solar wind, 27.1 days, and anti-correlated with them. Simultaneously periodic increases in the fluxes of Jovian electrons (Je>1 MeV) were observed. At the beginning of the cycle of these variations, the fluxes of Jovian electrons and galactic protons correlated, then, a small phase shift of correlation took place at each rotation of the Sun, so that by the middle of the cycle already complete anti-correlation of these fluxes took place. This difference in the behavior of Jovian electrons and galactic protons indicates the different nature of the observed quasi-27-day variations. While for galactic protons, the explanation is in modulation of charged particle fluxes by an interplanetary magnetic field associated with periodic variations in the solar wind, for Jovian electrons, the relative position of the electron source (Jupiter magnetosphere) and the Earth and electron propagation process in Jupiter-Earth space must be taken into account.

Introduction

In their near-Jupiter flight, the Pioneer-10 and Pioneer-11 spacecraft detected fluxes of MeV electrons accelerated in the Jovian magnetosphere and ejected into the surrounding space [Chenette D.L, et al, 1974; Trainor J.H., et al, 1974]. Measurements of Jovian electrons were also conducted using the IMP-8 [Chenette D.L, et al, 1977; Eraker J.H. and Simpson J.A., 1979], MARS-7 [Alekseev N.V., et al, 1982, 1983]), PROGNOZ-3 [Alekseev N.V., et al, 1983], SOHO [del Peral L., et al, 2003; Gomez-Herrero R., et al, 2008], and ULYSSES [Simpson J.A., et al, 1993] spacecraft. Under favorable interplanetary conditions, fluxes of Jovian electrons can reach the Earth’s orbit. Differences in the properties of Jovian electrons and electrons originating on the Sun include differences in their energy spectra, with solar electrons having much softer spectrum. Beginning from the first observations of Jovian electrons and comparisons with other components of the cosmic rays and with the characteristics of the solar wind and solar magnetic field, the diffusion model [Chenette D.L, et al, 1977] has mainly been used. This model was then used together with the Corotating Interaction Region (CIR) model [del Peral L., et al, 2003; Barns K.V., et al, 1977; Chenette D.L., 1980; Conlon T.F., 1978; Richardson I.G., 2004; Kuhl P., et al, 2013], developed to describe overtaking collisions of solar-wind fluxes with different speeds. If the magnetic field near Jupiter is strongly perturbed, the longitudinal and perpendicular diffusion coefficients K_ and K. will be small, and electrons cannot move to substantial distances from Jupiter. Since light charged particles, and especially electrons, propagate along magnetic-field lines, it is natural to expect the appearance of Jovian electrons near the Earth when the Earth and Jupiter are located along the same solar magnetic-field line; i.e., when they are optimally magnetically connected. If the structure of the solar magnetic field is in a strictly stationary state, the optimal magnetic connection between the Earth and Jupiter will arise only once
every 13 months (the synodic period of the Earth–Jupiter system). Over a full orbit of the Earth around the Sun, or more precisely over 13 months, an optimal solar magnetic-field line passes near the Earth 14–15 times (the number of rotations of the Sun over 13 months), “sampling” the flux of Jovian electrons at all longitudes near Jupiter.

**Data**

Trustworthy observations of Jovian electrons at the Earth’s orbit are possible only during quiet solar periods because their flux is very small, \( J_e(1\text{MeV}) \approx 10^{-2} \text{cm}^{-2} \text{s}^{-1} \text{sr}^{-1} \text{MeV}^{-1} \), so that they can be detected only when the background of solar, interplanetary, and galactic electrons is low. More often this situation occurs during minima of the 11-year solar activity cycle, when the flare activity of the Sun and the substorm activity in the Earth’s magnetosphere die down. Another important factor is the stability of the solar wind structure, when Jovian electrons can be detected near the Earth during several solar rotations. Since the solar-wind structure is inhomogeneous, periodicities appear in the fluxes of Jovian electrons, due to rotation of the Sun and its magnetic field. An especially prolonged period of stability of the solar wind structure and detection of Jovian electrons was observed during the solar-activity minimum of 2007–2009 by SOHO (EPHIN), which had a very low level of background electron counting, which made it possible to register their very small fluxes. Fig. 1 shows the total cycle of registration of Yu-electrons by the SOHO, EPHIN, consisting of 14 consecutive risings of flux at each rotation of the Sun and Fig. 2 - high stability of solar wind structures.

![Fig.1](image1) 27-day variations of Jovian electrons registered by SOHO, EPHIN at the Lagrange point L1 in the minimum of 23-24 solar activity cycle

![Fig.2](image2) The structure of solar wind speed is almost preserved from rotation to the rotation of the Sun.

The last solar flare with the flux of protons \( E_p>10\text{MeV} \) exceeded \( J_p \geq 1(\text{cm}^2\cdot\text{s} \cdot \text{sr})^{-1} \) before this period occurred, according to our Catalog of Solar Proton Events [Logachev Yu.I., et al, 2016], on December 14, 2006, the first one after that – on August 03, 2010.

Simultaneously periodic variations in the fluxes of galactic cosmic rays, which are always present in the heliosphere, were also observed. Galactic cosmic rays (GCR) - energetic charged particles, accelerated, as believed, by such objects as supernovae and...
supernova remnants, pulsars, compact objects in close binary systems and stellar winds with energies $E_p>500$ MeV. Usually neutron monitors data are used for registration of GCR. In this paper we mainly use the data of the integral channel $E_p>50$ MeV of the EPHIN, SOHO instrument. The advantage of this consideration compared with the NM data is that both electron and proton data were obtained at the same instrument.

Fig. 3 demonstrates that galactic protons, which differ greatly in energy, are almost identical in variations, although the percentage variation of proton fluxes for energies $>500$ MeV $= 1.3\%$, and for $> 50$ MeV $= 4.5\%$. Both GCR and Jovian electrons experienced quasi-27-day variations associated with the rotation of the Sun. The periods of GCR variations turned out to be the same with the periods of long-lived structures of the solar wind, 27.1 days. During all this time, variations in the flux of galactic protons of high and low energy ($J_p > 50$ and $> 500$ MeV) anti-correlated with variations in the solar wind speeds (see Fig. 4). This permits to consider these variations as depressions, caused by enhanced convection and adiabatic deceleration during the increase of solar wind speed [Richardson I.G., et al, 1996].

At the same time, the electrons behaved somewhat differently. As shown in Fig. 5, anti-correlation of the solar wind velocity and MeV electrons in 2007 gradually changed to a positive correlation in 2008. This led to the following effect: at the beginning of the observed cycle, variations in the fluxes of Jovian electrons and galactic protons correlated, then at each rotation of the Sun a small phase shift of the correlation took place, so that by the middle of the cycle (by the 7 rotation) there was already a complete anti-correlation of the Jovian electrons and galactic protons (Fig. 6). As mentioned above, all this time, the galactic protons anti-correlated with the solar wind.

We find an explanation for this fact in our proposed trap model, shown in Fig. 7 (left). It was noted in [Daibog E.I., et al, 2013], that the periodicity of increases in the fluxes of electrons in 2007–2008, differed from the periodicity of the solar wind structures and was 26.1 days, which represents a significant deviation from the Sun-Earth synodic period of 27.3 days. An explanation of this effect was proposed in [Daibog E.I., et al, 2017], which, in particular, took into account the influence of the mutual position in space of the Earth and Jupiter and the time of their stay in the magnetic trap. When both Jupiter and Earth stay inside the magnetic trap, then their relative location is important.

Before an optimum magnetic connection (Fig. 7, right (a)), when both Jupiter and the Earth located on the same field line, the trap first reaches the Earth, then Jupiter. The period between successive fillings of the trap is 25.6 days (the synodic period of the Sun-Jupiter system) and at each solar rotation the electron flux increases before the rise of galactic protons by about 1.7 days, which is independent of the Earth-Jupiter phase.
Fig. 4. Apatity neutron monitor count rate and solar wind speed: constant anticorrelation

Fig. 5. Correlation of solar wind speed and flux of 0.3-7 MeV electrons. Anticorrelation in 2007 and positive correlation in 2008

Fig. 6. Galactic protons $E_p > 50$ MeV and Jovian electrons $E_e 0.7-3$ MeV (EPHIN, SOHO), (top) positive correlation ; (bottom) anticorrelation
After an optimum magnetic connection (Fig. 7 right (b)) the trap first reaches Jupiter, which fills the trap with electrons, then the trap approaches the Earth where electrons are observed. Observed period: 27.3 days (Sun-Earth synodic period).

Galactic proton fluxes anticorrelate with solar wind speed.

Total duration of the cycle \( T_e = nT_{Sun-J} + mT_{Sun-E} = 399 \) days (J-E synodic cycle), resulting average period \( <T_e> = \{nT_{Sun-J} + mT_{Sun-E}\}/(n + m) \), where \( T_{Sun-J} = 25.6 \) days, \( T_{Sun-E} = 27.3 \) days, \( n \) and \( m \) are the numbers of increases before and after the optimum connection, and thus the range of \( <T_e> \) is between 25.6 to 27.3 days. For 2007-2008 \( <T_e> = 26.1 \) days.

This leads to a gradual phase shift of the correlation between the Jovian electrons and GCR.

**Fig. 7.** Left. Schematic of the magnetic trap, existing over several rotations of the Sun. Blue and red points – favorable and unfavorable Jupiter-Earth positions for observation of Jovian electrons. Right. Schematic of the successive relative positions 1 (solid curves) and 2 (dashed curves) of the Earth (E) and Jupiter (J). (a) before and (b) after their optimal magnetic connection. S denotes the Sun. Before their optimal connection, the Earth is located inside a trap at positions 1 and 2, which reaches Jupiter only at position 2, when it is filled with electrons that are registered at the Earth. After their optimal connection, Jupiter is located inside the trap at position 1 and fills it with electrons, while the Earth is outside the trap; both the Earth and Jupiter are inside the trap at position 2, and Jovian electrons are registered.

**Conclusions**
1. In the presence of periodic structures of the solar wind of a certain configuration, forming a magnetic trap, variations in the fluxes of galactic protons and Jupiter electrons are due to various mechanisms:
   - Protons - flux depressions due to enhanced convection and adiabatic deceleration during the increase of solar wind speed;
   - Electrons - flux increases due to their trapping in a closed magnetic structure.
2. The model of the magnetic trap, taking into account that both Jupiter and the Earth can stay inside it simultaneously, and considering their relative position, explains that:
   - during the 2007-2008 solar minimum the average period of Jovian electron peaks was 26.1 days, significantly shorter than the expected 27.3 days of the Sun-Earth synodic period
   - solar wind speed increases and galactic proton flux peaks are in anticorrelation
   - change in the regime from the initially positive correlation (until the optimum Earth-Jupiter connection) between the variations of galactic protons and Jovian electrons to anticorrelation after the optimal connection.
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Abstract.

We observe and study a double filament eruption and associated ribbon flare and halo coronal mass ejection. The filament eruption occurred 31 August 2012. The eruption was followed by a C8.4 two-ribbon flare and second filament eruption. We explore the kinematics of the events and found velocities in the range of 1–151 km/s and accelerations from 0.9 to 125 km/s². The kinematic parameters of the associated CME are also discussed.

Introduction

Prominence/filament eruptions are believed to be one aspect of a more general single eruption that can produce a solar flare and a coronal mass ejection (CME) (e.g. Forbes, 2000; Priest & Forbes, 2002). These three eruptive phenomena may be different manifestations of the same magnetic energy release process in the corona (e.g. Moore et al., 2001; Sterling et al., 2012). Many studies of the relationship between eruptive prominences (EPs), solar flares and CMEs (e.g. Chandra et al., 2010, Dechev et al., 2018) point out to strong relations between EPs, solar flares and CMEs.

In this work we report a rarely observed case of a dual prominence eruption, leading to the solar flare and CME. Our aim was to study time evolution and causal relationships between the observed events in order to analyse in deep the dynamical processes involved in CME initiation and evolution and its impact for space weather and geospace climate.

Fig. 1 Evolution of the two-ribbon flare occurred at the base of the erupted filament as seen in KSO Hα images

Observations

A major filament eruption (FE) occurred on 31 August 2012 and was observed in the southeast solar hemisphere close to the solar limb (Figs. 1, 2). During the activation, the filament slowly rose as compact body between 18:00 UT and 19:10 UT. During the eruptive phase, two main flux ropes (FRs) from the filament body erupted consecutively that was well
The observations of the FE analyzed here are obtained from the Atmospheric Imaging Assembly (AIA) instrument onboard SDO (Lemen, et al. 2012), that provides high cadence (12") and high spatial resolution (0.6 arcsec/pixel) data, allowing to see more details of the filament eruption. The AIA images were processed through a aia_prep routine in IDL SolarSoft data analysis package for SDO AIA. We use data from AIA/SDO 304Å channel to analyze the filament evolution and its kinematics. In order to study the kinematics of the filament eruption, we create a time-slice diagram, showing the eruption evolution in He II 304Å channel.

Fig. 2 Evolution of the filament eruption on 2012 Aug 31 in the AIA/SDO 304Å inverted color images (left). The green line shows the slice position. AIA/ 304Å time-distance diagram (right).

observed in the AIA/SDO instrument. First FR eruption started at 19:10 UT and after 19:50 UT, when the upper part of FR was out of AIA field-of view, two ribbon flare began to form at the filament feet.

Later, at 20:20 UT, when two ribbons evolved as C8.4 flare, the eruption of second FR started. Double filament eruption was associated with coronal wave, fast halo CME and solar energetic particles (SEP). The kinematic parameters of two FRs were established. We found causal relationships between all events in the following order: first filament FRs eruption - C8.4 ribbon flare - second filament FRs eruption - coronal wave - fast halo CME - SEP event.

Fig. 3 Composite image of the white-light SOHO/LASCO-C2 running difference images on 2012 August 31 between 20:00 UT and 22:00 UT and the SDO/AIA 304Å images during the same time interval (a) and composite image of the white-light SOHO/LASCO-C3 running difference images from 2012 August 31 between 20:30 UT and 2012 September 1 02:30 UT and the corresponding AIA/SDO 304Å images (b).
We also use LASCO/SOHO (Brueckner, et al. 1995) C2/C3 data to study the kinematics of associated CME and the FE as a CME bright core. Synoptic Hα observations by the Kanzelhöhe Solar Observatory (KSO) are also included in the study.

**Kinematics**

The plot the time evolution of the filament height (Fig. 5) reveals two distinct phases of the FE: acceleration phase followed by constant velocity filament raising.

The acceleration phase is well fitted by an exponential function, while for the second phase the best fit is linear function. The regression error for exponential fit is 230±30 Mm and those for linear fit is 376±14 Mm.

We found that during the acceleration phase the velocity increases in the range of 1–151 km/s and the acceleration increases from 0.9 to 125 km/s$^{-2}$. During the second phase, the filament rise up with constant velocity of 163 km/s.

The filament eruption is associated with a fast halo CME. According to the LASCO CME catalog (https://cdaw.gsfc.nasa.gov/CME_list/), the CME first appearance in the LASCO/C2 field of view was around 20:00 UT. The linear speed of the CME was 1442 km/s. Second order velocity and the acceleration of the CME were 1454 km s$^{-1}$ and 2 m s$^{-2}$, respectively.

![Fig. 4 Height–time plot of the filament leading edge, measured using the SDO/AIA 304Å slice diagram (Fig. 2 right).](image1)

![Fig. 5 Height–time plot of the CME, measured in the LASCO C2 and C3 field-of-view (Fig. 3).](image2)
Results

The FE showed two distinct eruptive phases: phase with acceleration and constant velocity phase.

• The eruption of the first filament FR triggered two ribbon flare, which acted as a possible trigger for the second filament FR eruption.
• The FE was associated with fast halo CME and it could be traced as a bright CME core up to 20 solar radii in the LASCO C3 field of view.
• The time evolution of all associated events on 31 August 2012 reveals causal relationships between events in the following order: first filament FRs eruption - C8.4 ribbon flare - second filament FRs eruption - coronal wave - fast halo CME - SEP events.
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Abstract

The current 24 solar cycle (SC), which opened second epoch of the lowered solar activity (SA) entered the last period of its development (W*$ leq 5 to the minimum), which can be prolonged of up to 1.5-2 years. According to the scenario of solar cyclicity the second epoch of lowered SA will overlap two thirds of 21 century. The development of SC in the phases of the minima makes it possible to isolate two groups of the SA decrease with the characteristic times 19 (+10/-6) and 43 (+2/-4) months. The first group (cycles 10-11 and 16-23) includes all SC of the epochs of increased SA, and 2 SC (11 and 23) of transition periods. All SC of second group (12-15 and 24) - SC of lowered SA epochs (except SC 16). The periods of beginning following SC are determined by the strength of new SC: more active (high) cycles, as a rule, begin their increase earlier (through 8-15 months), although there were two noticeable exceptions: SC 17, and 22..

Introduction

At the present time the statistics of reliable Wolf number series observations gives an opportunity to investigate the scenario of solar activity (SA) cycles, its property, characteristic and rules of the development on a reliable (1849-2014) series of Wolf numbers at the time scale of more 180 years - 17 complete solar cycles (SCs). It is necessary to note that for such studies of SC characteristics we in principle cannot use the restored series (1755-1848), since the reliable and restored series of the Wolf numbers have quite different spectral characteristics and significantly differ in the statistical parameters [Ishkov, Shibaev, 2006].

The reliable series of the relative sunspot numbers shows surprising constancy in the basic manifestations development of separate 11- and 22-year SC, and the structure of its cyclicity, on this statistics (16 SCs), implies periodic changes from the epoch of lowered (SCs 12th-16th) to the increased (SCs 18th-22nd) SA. Between these epochs are observed transition periods (SCs 11th, 23rd and 17th), during which the character of spot-forming activity changes, i.e., regimes of magnetic fields generation in the spot-forming zone of the Sun changes.

Almost all absurdity and artifacts fall only on the restored cycles. At the same time, the statistics reliable solar cycles may be conditionally included cycles 8 and 9, adjacent to reliable, and does not contradict the basic characteristics of reliable solar cycles, thus increasing the statistics up to 17 cycles (~ 185 years) [Shibaev, Ishkov, 2012].

The principal differences in the characteristics and main properties of SCs of various SA epochs are determined by the different ranges of variations in the mean background values of the solar general magnetic field, which is manifested in the character of sunspot-forming activity and determines the general characteristics of SCs within the epochs. Studies of the characteristic features and laws of the development of SCs in different epochs made it possible to draw the following conclusions: for the entire series of reliable SCs, regardless of the epoch, patterns associated with the magnetic properties of the Sun, such as the 22-year cycle of the magnetic field polarity reversal during the maximum phase of the 11-year cycle, are strictly fulfilled [Ishkov, 2018]. Hence follows Hale’s law: the magnetic polarities of leading and trailing sunspots in each hemisphere change to the opposite sign upon the
transition from one cycle to another. The principal difference between epochs well reflects Fig. 1, which shows the difference of epochs in the smoothed areas of sunspots groups.

![Fig. 1. Smoothed average areas of sunspots group for the epochs of increased SA (red thick curve) and for the epochs of lowered SA (dark-blue thick curve) with the boundaries of the spread values. The first curve includes SCs 17-23, that possible can reduces the values of areas increased epoch of SA. Green curve shows current 24 SC. Converted image from [Janssens, 2019].](image)

The same is true for Joy’s law: a tilt of the bipolar structures from the leading to the trailing sunspot grows with their heliolatitude (the leading sunspots are closer to the equator). For the Waldmeier rule, the higher the growth rate of the cycle is, the higher is the cycle. The Gnevyshev–Ohl rule is also invariably fulfilled inside the epochs: an odd 11-year cycle is higher than the preceding even cycle. In the available statistics, there were no low cycles during the epochs of increased SA and no high cycles during the epoch of lowered SA. The most powerful flare events (for a given cycle) within the epochs generally occur on the phase of the decrease and, more rarely, in the rise phase of SC.

**Long duration solar cycles**

There is special interest for understanding of rules governing the general development of SCs and approaches to the forecast of the branches of decrease in a study of the phases of minimums for SCs which duration exceeds 11.25 years (135 months). By phase of the minimum here is understood the interval of the time, when the smoothed values of the relative numbers of sunspots remain within the limits \(W^*\leq30\). The phase of the minimum is, thus, general for current and subsequent SCs; however, the point of the minimum we carry to completed SC. In this work we will distinguish the temporary sections of the phase of the minimum from the beginning of cycle to the point \(W^*=30\) - the phase of minimum for the increasing branch, and the subsequent phase of the minimum after the maximum of cycle - the phase of minimum for the descending branch.

The study of the development of last two SCs, of transitional SC 23 and SC 24 - first cycle second epoch the lowered by SA [Ishkov 2005, 2017] - showed the imperative need of investigating the regularities such SCs for the approach to the forecast of their evolution and creation of the more precise, real models of SA cycles. In the table 1 are given the main evolutionary characteristics of long-duration solar cycles among that SCs with the tightened phases of the minimums of the descending branch. SCs of the increased SA epochs are marked in cursive. Main SCs of transition periods are marked in bold type. This is all the more relevant because we live in a period of deep minimum of the current solar cycle 24 (\(W^* = 4.0\) in November 2018). It should be noted that in terms of duration, all reliable solar cycles are clearly divided into two classes.
Table 1. The main evolutionary characteristics of long-duration reliable solar cycles.

<table>
<thead>
<tr>
<th>N</th>
<th>$T_0$</th>
<th>$W^*$</th>
<th>$T_M$</th>
<th>$T_e$</th>
<th>$W^*_M$</th>
<th>$T_Y↑$</th>
<th>$T_Y↓$</th>
<th>$T_{SCY}$</th>
<th>$T_{1m}$</th>
<th>$T_{2m}$</th>
<th>$Sp_{max}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>1843VIII</td>
<td>3.2</td>
<td>1848 II</td>
<td>1855XII</td>
<td>131.6</td>
<td>4.58</td>
<td>7.83</td>
<td>12.42</td>
<td>18^1</td>
<td>23^2</td>
<td>&gt;322</td>
</tr>
<tr>
<td>10</td>
<td>1855XII</td>
<td>3.2</td>
<td>1860 III</td>
<td>1867 II</td>
<td>97.9</td>
<td>4.17</td>
<td>7.25</td>
<td>11.42</td>
<td>38^3</td>
<td>34^4</td>
<td>402</td>
</tr>
<tr>
<td>11</td>
<td>1867 III</td>
<td>5.2</td>
<td>1870 VII</td>
<td>1878 XI</td>
<td>140.5</td>
<td>3.42</td>
<td>8.50</td>
<td>11.92</td>
<td>2.83</td>
<td>5.41</td>
<td>1025</td>
</tr>
<tr>
<td>12</td>
<td>1878XII</td>
<td>2.2</td>
<td>1883 XII</td>
<td>1890I</td>
<td>74.6</td>
<td>5.0</td>
<td>6.3</td>
<td>11.3</td>
<td>5.42</td>
<td>4.92</td>
<td>732</td>
</tr>
<tr>
<td>13</td>
<td>1890III</td>
<td>5.0</td>
<td>1894 I</td>
<td>190III</td>
<td>87.9</td>
<td>4.5</td>
<td>8.2</td>
<td>12.1</td>
<td>4.92</td>
<td>6.42</td>
<td>937</td>
</tr>
<tr>
<td>14</td>
<td>1902I</td>
<td>2.6</td>
<td>1906 II</td>
<td>1913VII</td>
<td>64.2</td>
<td>4.1</td>
<td>7.6</td>
<td>11.7</td>
<td>6.42</td>
<td>4.92</td>
<td>1045</td>
</tr>
<tr>
<td>20</td>
<td>1964X</td>
<td>9.6</td>
<td>1968XI</td>
<td>1976 VI</td>
<td>110.6</td>
<td>4.1</td>
<td>7.8</td>
<td>11.9</td>
<td>3.17</td>
<td>5.75</td>
<td>269</td>
</tr>
<tr>
<td>23</td>
<td>1996 VI</td>
<td>8.0</td>
<td>2000 IV</td>
<td>2008 XII</td>
<td>120.7</td>
<td>3.8</td>
<td>8.9</td>
<td>12.7</td>
<td>3.33</td>
<td>5.67</td>
<td>821</td>
</tr>
<tr>
<td>24</td>
<td>2009I</td>
<td>1.7</td>
<td>2014I</td>
<td>2020V</td>
<td>81.9</td>
<td>5.3</td>
<td>5.9</td>
<td>12.3</td>
<td>5.67</td>
<td>4.92</td>
<td></td>
</tr>
</tbody>
</table>

$T_0$ – beginning of SC; $W^*$ – initial value of smoothed Wolf numbers; $T_M$ - the time of SC maximum; $W^*_M$ - maximum value of the smoothed Wolf numbers; $T_Y↑$ - duration of the rising branch; $T_Y↓$ - annual duration of the decreasing branch; $T_{SCY}$ - annual duration of SC; $T_{1m}$, $T_{2m}$ - monthly length of the minimum phase before and after this SC; $Sp_{max}$ - a number of spotless days in the corresponding phases of minima.

The first class includes cycles whose duration exceeds 11.25 years (135 months). These are all the cycles of the XIX century and SCs 20 and 23, which were realized in the XX and XXI centuries.

As can be seen from Fig. 2, for the first group of solar cycles, a minimum occurred on the average 19 (+10/-6) months later. However, for the second group this minimum took place only after 43 (+2/-4) months. The timing is mostly determined by the strength (height) of the new cycle: more active cycles tend to start their rise earlier (after 8-15 months; the first group), though there have been 2 notable exceptions: SC17 and SC22. According to belonging to the CA epochs, they are distributed as follows:
- three of them constitute the initial SCs of the first epoch of lowered CA (SCs 12-14)
- two (out of three) solar cycles of transition periods (SC 11 and 23), in both had occurrence the restructuring of the solar general magnetic field to the epochs of lowered SA;
- and two medium solar cycles of the epoch of increased SA (SC 10 and 20).

The second class the solar cycles lasting $\leq 10.5$ years (125 months) includes:
- all high (SC 18, 19, 21, 22) solar cycles the second epoch of increased SA;
- transitional SC 17 from the epoch of lowered to increased SC;
- two last solar cycles (15-16) of the first epoch of lowered SA.

The main feature of SCs 20 and 10 of the epoch of increased SA, falling into the first class, is the prolonged phase of decline to the beginning of the phase of minimum and the short itself minimum phase (19 and 20 months). The relatively short duration of the phase of minimum (19–23 months) is a characteristic feature all solar cycles of epochs of increased SA. It should be noted that the flare activity of cycle 20, despite the fact that it was of medium height, was at a very high level, comparable to the flare activity of other high solar cycles of the epoch of increased solar activity. Nothing is possible to say about the SC10 flare activity. However, it should be noted that in the SC10 formally began the processes of the transition period to the first epoch of lowered CA (analog SC 23) and in this SC the most powerful flare event (1.09.1851) took place in the entire history of observation of the Sun.

That is, even for SCs of a long duration for epochs of increased SA, the rule of the short phase of the minimum of the descending branch is preserved. Therefore, in this talk, we will not affect the cycles of epochs of increased SA. But the transition cycles to epochs of lowered SA, as well as itself cycles of lowered SA, belong to cycles of long duration precisely due to the prolonged phase of the minimum of the descending branch. The average interval of the phase of minimum for such cycles is 41-47 months, however, SC 13 has become extremely prolonged-57 months.

Such SCs on this statistics were observed between transitional and first low SCs opening epochs of lowered SA (SCs 11-12, and 23-24), between the cycles lowered SA (SC 12-13, 13-14 and 14-15) and also between average and high SC (20-21) and between formally averages (9-10) in the epochs of increased SA. The fact calls attention to itself that SC 9, falls into this sample due to the phase of decrease ($T_{\text{max}} - T_{30}$) anomalously tightened on the time. Since the SC 9 are conditionally reliable cycle, it is possible that this the effect of “poor” data.

For SCs of epochs of increased SA and transitional cycles comparatively short half-phase of the minimum of the rise branch ($T_{1m}$), determines the long phase of the minimum of the descending branch ($T_{2m}$). This rule is also correct for three of five SCs of epoch lowered SA, but in 13 and 16 SCs it is disrupted and half-phase of the minimum of the rise branch exceeded the phase of the minimum of the decrease branch. In this case it is necessary to bear in mind, that for all reliable SCs inside epochs the branch of rise in 1.2-2 time is shorter on the time than the decrease branch, and for transition solar cycles (SC11 and SC23) the branch of rise in 2.5 time is shorter than the decrease branch.

For SCs of epochs of increased SA and transitional cycles comparatively short phase of the minimum of the rise branch ($T_{1m}$), determines the more long phase of the minimum of the fall branch ($T_{2m}$). This rule is also correct for three of five SCs of epoch lowered SA, but in 13 and 16 SC it is disrupted and the phase of the minimum of the rise branch exceeded the phase of the minimum of the decreasing branch. In this case it is necessary to bear in mind, that for all reliable SCs the branch of rise in 1.5-2 time is shorter on the time than the decreasing branch.
Development of current SC 24 in comparison with SCs of the first epoch lowered SA

After the 23rd SA cycle, the transitional period of the restructuring of the generation of magnetic fields in the solar convective zone passed and entered the stationary mode of alternating low and medium cycles similar to the 12–16 cycles time interval.

According to the scenario of cyclicity for reliable solar cycles, SC24, opened the 2nd epoch of lowered SA, which will cover two-thirds of the XXI century. The first epoch of lowered SA includes 5 SC [Ishkov, 2018], three of which were low (W*≤80 - cycles 12th, 14th, 16th) and two were average (SC 13th and 15th). The main averaged SC characteristics of "lowered" SA epoch in comparison with "increased" SA epoch are:

- a ban on high (strong) SCs and the indispensable implementation of basic observational rules, including the rules of Gnevyshev-Ol’, according to which the next SC25 should be of an average size;
- lower initial values W*min (3.38); - their large duration (11.1y);
- more prolonged rising branch (4.5y);
- several (≥ 2) peaks in the maximum phase for low cycles and a single peak for cycles of average magnitude;
- shorter decreasing branches (6.5y);
- narrower zone of sunspot-formation on the latitude of ±35º;
- a quantity of spotless days around the minimum phase = 781d;
- the average smoothed area of the sunspot groups ~1200 msh (see Fig.1);
- number of the sunspot groups with the areas ≥1000 msh in all cycles of the first epoch - 147 [Janssen, 2004];
- tightened phases of the SC minimum phases (61month on average) and, especially, before low SC, and in two cases of three (SC 23-24 and 14-15) - the most prolonged phases of the minimum, 68 and 77 months respectively;
- the maximum value of the polar magnetic field is ±100 mT [Svalgaard, 2019].

The current 24th SA cycle, which began in January 2009, has given us a lot of new information about SA since the beginning of the space age. It began and was developed under the conditions, when in a transitional SC23 time, the background values of the overall magnetic field of the Sun decreased more than twice [Ishkov 2018], that it led to complete reconstruction of physical conditions in the Sun, and, as a result, in the heliosphere, and it was reflected in the state of near-earth space. The current SC is developed as the cycle of low value, whose flare activity substantially lower than all previous SCs of the Space Age, and it opens the second epoch of lowered SA. After 10 the years of evolution SC24 it is important to reveal differences in its characteristics with SCs of the first epoch lowered SA. After the first peak in November 2011 after small, but prolonged (15 month) the decrease in the Wolf numbers, SC 24 became confidently grow and by April 2014 it reached its maximum (W*=81.9). The motion of its development shows that since April 2016 the phase of the minimum realizes (W*≤30). A study current SC revealed some fundamental special features of its evolution:

- the first special feature lies in the fact that not in one SC of the first epoch of lowered SA (and even for the entire totality of reliable SC) the first peak was manifested so clearly and with such difference in the peak values with the main (∆W*~15), and taking into account the decrease of W* after the first peak, the intermediate section of rise to main peak engage the interval ∆W*~30;
- the second feature of the SC 24 became the record duration of the branch of growth, which is the largest and for the first epoch of low solar activity and for the entire reliable series - 5.32 year.
- the third special feature became in the smallest quantity of high (Sp≥1000 mVh), very large (Sp≥1500 mVh) and gigantic (Sp≥2000 mVh) the sunspot groups not only among all SCs of the Space Age, but also all SCs of the first epoch lowered SA. By May 2019 on the Sun appeared only 16 the large sunspot groups, of them 5 very large and one gigantic - Sp≥2000 mVh (16/5/1), whereas into the SC 12 of such sunspot groups it was 23/10/0, in SC13 - 37/9/2, in SC14 - 21/7/2, SC15 - 21/7/2 and SC16 - 33/10/3;

- the smallest lifetime of the sunspot groups became the fourth special feature, moreover current SC became leader in a quantity of sunspot groups, that live one day only. The average number of spots in a group, the average size of a single group, as well as the average number of recorded spots and groups are the smallest among all SCs of the Space Age [Otkidychev and Skorbezh, 2013].

Conclusions

The comparison of evolutionary changes of different SCs in the phases of the minimum made it possible to isolate two groups SCs on the rate of the decrease with the characteristic times (19+10/-3) also (45+0/-5) of months (Fig. 2). The first group includes all SCs of epochs of increased SA, all three SC of transition SCs and SC 16 from the first epoch of lowered SA. The second - all the remaining SC of epochs of lowered SA. The times of beginning the following SC, in essence are determined by the height (power) of new SC: more active (high) cycles, as a rule, begin their rise earlier (through 8-15 months).

By August, 2019 the Sun has been without sunspots for 135 days - more than half the time in current year. To find a similar number of blank Suns, we have to go back to 2009 when the Sun was experiencing the deepest solar minimum in a century. Solar minimum has returned, bringing extra cosmic rays, long-lasting coronal holes in the Sun's atmosphere, and strangling pink auroras.

For SCs the epochs of increased solar activity, the duration of cycles is ensured due to protracted the phase of decline to the point of the beginning of the phase of minimum.

For solar cycles of epochs of reduced solar activity, the duration of cycles is ensured due to the prolonging the phase of minimum in the current cycle.

The decline curve of the minimum phase of the SC 24 is carried out within the boundaries of the development of the SCs characteristic of the epoch of lowered SA. This gives reason to believe that the minimum point of the current cycle will take place no earlier than mid-2020 and no later than the beginning of 2021
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Abstract.
Here, we used H α flare index (FI) data taken from Bogazici University Kandilli Observatory for the time period of January 1996–March 2018 (total 8127 days), which covers Cycle 23 completely and almost whole cycle 24 (2009-2018). This data set compared with the maximum CME speed index (MCMESI) data during the studied time period. Then temporal and periodic variations of hemispheric and whole data were analyzed by using the cross-correlation analysis method, Morlet wavelet, MTM period analysis methods and wavelet coherence analysis. It is found that; i) the temporal variation of northern and southern hemisphere FI data sets show remarkable differences, ii) both northern and southern hemisphere FI data show the same level of correlation (r = 0.48) which is lower than the total FI data (r = 0.58), with the MCMESI, iii) these hemispheric FI data sets also show some cyclic differences in periodicity analysis.

Introduction
Solar flares are very strong explosions observed on the solar atmosphere. They generally are observed as intense variation in brightness and are observed around the sunspot groups and are classified in two different ways; 1) X-ray solar flares are classified in 5 classes (A, B, C, M, and X) according to their X-ray peak fluxes in the 1 to 8 Å wavelength band. Each of these classes is also subdivided into 10 subclasses, while the X-class is open-ended. 2) Solar flares are also classified in Hydrogen alpha (H α, 6563 Å) according to their brightness and the size of brightening area in 15 different classes such as Sn, 4b, 2f etc. According to flaring area brightness there are three main groups as faint (f), normal (n), and bright (b). And for the size of the flaring area there are also five groups as S, 1, 2, 3, and 4.

To describe the solar activity Kleczek J, (1952) introduced a daily flare index (FI) parameter after the regular Hα observations beginning as follows

FI = i x t

where i is the flare importance which is a function of a combination of flaring area brightness and size, and t is the duration of flare in minutes. Also the number of observed flares in both X-Ray and Hα classifications can be used as a solar activity indicator.

Coronal Mass Ejections (CMEs) are also another intensive solar events observed in the solar corona. Huge amount of plasma and accompanying magnetic field releases from the solar corona during a CME. Some of them are related to solar flares and prominence eruption. Both solar flare and CME frequencies also follow the solar activity cycle and they have strong geoeffectiveness (Dumbovic M, et al., 2015).

Kilcik A, et al., (2011) introduced a new solar and geomagnetic activity index called the Maximum CME Speed Index (MCMESI) which is a measure of the linear speed of the fastest CME observed in a day.

In this study we investigate the temporal and periodic relationship between the MCMESI and hemispheric and full disc FI data sets.
Data and Methods

$\text{H}$α flare index (FI) data are taken from Bogazici University Kandilli Observatory as daily values. The CME data are taken from SOHO/LASCO CME catalog (Gopalswamy, et al. 2009) and the maximum CME speed index are calculated as daily values (Kilcik A, et al., 2011). Then monthly values are produced. $\text{H}$α flare index (FI) data are used for the time period of January 1996–March 2018 (total 8127 days), which covers Cycle 23 completely and almost whole cycle 24 (2009-2018). The temporal variations of hemispheric and full disc FI data sets are compared with the MCMESI data. Cross correlation analyses were applied to hemispheric and full disc FI and the MCMESI data sets. Periodic variations of hemispheric and full disc data were obtained by using the Morlet wavelet (Torrence C and Compo G P, 1998) and MTM (Ghil M et al., 2002) period analysis methods. Coherencies of periodicities are obtained by applying the wavelet coherence analysis method.

Results

We presented the temporal variations (left panel) and cross-correlation analysis results (right panel) in Figure 1. As shown in the left panel of this figure the temporal variation of hemispheric FI data sets show remarkable differences that the northern hemisphere flare index data access to its maximum around the year 2000, while the southern hemisphere FI data access to its maximum around the year 2002 during solar cycle 23. Full disc FI data generally follows the northern hemisphere temporal behavior during the same solar cycle (cycle 23). This result shows that the northern hemisphere was dominant during this cycle. Contrary, the MCMESI data reach to its maximum around 2002 as similar to southern hemisphere FI data. During solar cycle 24 the situation is completely opposite; the MCMESI slightly higher during the first peak of FI at 2012, the southern hemisphere FI is dominant and the hemispheric asymmetry also exists. Again the full disc FI data behave as a combination of hemispheric FI data. When we look at the correlation between FI and the MCMESI data sets we found that both northern and southern hemisphere FI show the same level of correlation (r=0.48) without any time delay, while full disc FI data show higher correlation (r=0.58) with the MCMESI compared to hemispheric FI data.

![Figure 1. Temporal variations of the hemispheric and total flare index and the MCMESI (left panel) and the cross correlation analysis results for the hemispheric and full disc FI data sets (right panel).](image_url)
Figure 2. Wavelet (left panel) and MTM (right panel) period analysis results for the MCMESI and FI data sets during the investigated time period (1996-2018).

Figure 2 left panels / right panels show wavelet scalograms / MTM spectra for all data sets used in this study for the investigated time period. From the wavelet power spectrums there are some interesting results i) all periods appear generally during the maximum phases of solar cycles, ii) the MCMESI and the northern hemisphere FI data show similar behavior, while southern hemisphere FI data behave quite differently; during solar cycle 23 the northern hemisphere was dominate, but during solar cycle 24 the situation was opposite, iii) Full disc solar FI data show the combination of northern and southern hemispheres FI data periodic behavior.
In the right panels we presented MTM analysis results that it gives exact periodicities and their significance levels according to the red noise approximation. It is interesting to note that solar rotation periodicity is detected in all cases without any exception. But northern and southern hemispheres solar FI data show some small differences. Note that the periodic behavior of the MCMESI show serious differences from all FI data sets.

As shown in Figure 3 about 11 years periodicity (Schwabe cycle) are in phase in all chases. But the other short term periodicities show some phase differences and these differences also clearly seen in the hemispheric data sets.

Figure 3. Wavelet coherence of North hemisphere (upper panel), South hemisphere (middle panel) and full disc (lower panel) $\text{H} \alpha$ FI versus the MCMESI during the investigated time period (1996-2018).

Conclusions

Here we compared hemispheric and full disc $\text{H} \alpha$ solar flare index data with the MCMESI for the last two solar cycles and found the followings:

1. The temporal behavior of northern and southern hemispheres FI data show different variations during the investigated time period.
2. Both northern and southern hemispheres FI data show the same level of correlation ($r = 0.48$) which is lower than the total FI data ($r = 0.58$) with the MCMESI.
3. Hemispheric FI data sets also show some cyclic differences in both wavelet and MTM periodicity analysis.
4. The wavelet coherence analysis also reveals some differences between hemispheric data sets.
Acknowledgment

Solar FI data are taken from Bogazici University Kandilli Observatory and the CME data are taken from SOHO/LASCO CME catalog. This study was supported by the Scientific and Technical Council of Turkey by the Project of 115F031.

References


Possible Interactions between Some Solar Activity Indicators for the Last two Cycles

Kilcik A. ¹, Sarp V. ¹

¹ Akdeniz University, Faculty of Science, Space Science and Technologies Department, Antalya/Turkey
E-mail: alikilcik@akdeniz.edu.tr

Abstract

In this study we investigated the possible linear and nonlinear interaction between some solar activity indicators which are MCMESI, FI, SSA, SSN, F10.7 and TSI for the time period of 1996-2018. Here, we used Convergent Cross Mapping (CCM) to examine the non-linear relationship and cross-correlation analysis to examine the linear relationship between the MCMESI and all other solar activity indicators. We found that FI, SSN, F10.7 and SSA show symmetrical relationship while the only TSI data show moderate asymmetric relationship with the MCMESI. The highest nonlinear relationship with the MCMESI is obtained for F10.7 data. This relationship is a symmetrical bidirectional coupling; when the library sample size gets smaller CCM score is increasing up to about 50 then it decreasing sharply. As a result, we can get information about the future of both data sets from each other’s manifold. From the cross correlation analysis we also found that the F10.7 has the strongest correlation with the MCMESI. Thus, we may argue that this relationship can be used for further dynamical modelling and prediction approaches.

Introduction

It is important to analyze the causal understanding of solar activity cycle indicators to interpret and to predict solar activity variations. Balogh A. et al. (2014) reviewed correlations and causal relations of a selection of solar activity indicators and concluded that important pieces in the puzzle of solar activity variation are still missing. The Maximum CME Speed index (MCMESI) was introduced by Kilcik A. et al. (2011) and found as a strong indicator of geoeffective solar disturbances. Later, Ozguc A. et al. (2012) analyzed its hysteresis effects with typical solar activity indices during Solar Cycle 23.

In this study we focused on the possible non-linear interactions of the MCMESI with Flare Index (FI), Sunspot Area (SSA), Sunspot Number (SSN) version 2.0 (Clette F. and Lefèvre L., 2016) 10.7 cm Solar Radio Flux (F10.7) and Total Solar Irradiance (TSI) during Solar Cycles 23 and 24. Causal relationship between two dynamical variables can be established if they belong to a common dynamical system, which can be reconstructed from time-delay embedding of each observed time series. For this purpose, we applied the method called Convergent Cross Mapping (Sugihara G. et al. 2012) to above mentioned time series so that we can reveal their interactions during the investigated time period.

Data

The CME data are taken from SOHO/LASCO CME catalog and the maximum CME speed index (MCMESI) are calculated as daily values and then the monthly values were produced as introduced by Kilcik A. et al. (2011). The ISSN data are taken from the WDC-SILSO, Royal Observatory of Belgium, Brussels, as a monthly mean values. Here we used the second version ISSN data. Hα flare index (FI) data are taken from Bogazici University Kandilli Observatory as daily values. Then, monthly average values were calculated. F10.7 data are downloaded from NASA OMNIWeb system as a daily values and the monthly values were calculated. SSA data are taken from Debrecen Photoheliographic Data (DPD) sunspot catalogue as a daily data, and then the monthly values were calculated. The TSI data are taken
Results

In order to investigate the linear relations between the MCMESI and other data sets used in this study, cross correlation analysis were applied. Results of cross-correlation analysis are given in Figure 1.

Optimal value for the embedding dimension and corresponding prediction performances are determined to use in CCM analysis. Simplex projection results for the MCMESI are given in Figure 2. It is also calculated for all other solar indices used in this study by the same method. The determined values are used to cross-map the indices to each other in order to analyze their non-linear interactions. These CCM results are given in Figure 3.
**Conclusions**

1. The most complicated data are the MCMESI which has the highest embedding dimension (E = 5)
2. Forecast skills decrease with increasing time in a short duration. This indicates that all data sets used in this study can be approximated by deterministic chaos rather than stochastic process.
3. CCM results indicate that there are no bidirectional coupling in the long term (more than one cycle). Because one of the CCM curve always under the level of correlation coefficient.
4. In contrast, for the short term there are synchronized relations between two variables.
5. TSI behave differently than other data sets used; it has the weakest coupling with the MCMESI
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Abstract.
The paper presents the relation between the galactic cosmic rays fluxes and doses in free space and the measured radiation quantities near Mars. From purely geometric considerations it follows that the measured galactic cosmic ray fluxes close to Mars are strongly dependent on the geometry LIULIN - Mars (the shading effect is 20 - 40 %).

Introduction
In recent years manned interplanetary flights have regained priority. One of the main problems for long duration manned flights is the radiation from the galactic cosmic rays (GCR). The LULIN series instruments are designed to measure cosmic radiation and the radiation risk for the astronauts. FREND (Mitrofanov, et al., 2018) dosimetric unit LIULIN - MO (Semkova, et al., 2018) is a part of the ExoMars Trace Gas Orbiter science complex designed to investigate the Martian atmosphere. TGO was inserted into Mars orbit on 19.10.2016. FREND was turned on 31.10.2016 ÷ 17.01.2017 in Mars high elliptic orbit (MCO1: 98 000 ÷230 km, 4.2 days orbit period). In April 2018, TGO was inserted into its scientific orbit – a near circular orbit at 400 km altitude, 74° inclination and a two hours period. In order to properly estimate doses and fluxes in free space the planet’s shading effect and the albedo particles from Mars must be taken into account.

Mars shading effect on GCR flux

Geometry of the problem
Liulin-MO contains two dosimetric telescopes - A&B, and C&D arranged at two perpendicular directions. The geometry and the considerations are one and the same for both telescopes, so we further for simplicity we will present results for only one of them – A&B.

When calculating the effect of shading, we neglect the size of the detector and take into account only its orientation and the distance to Mars. The principal configuration is shown in Figure 1. Let J(0,φ) denotes the differential flux and \( F_{sh} \) - the part of GCR flux shaded by Mars.

\[
F_{sh} = \int_0^{\frac{\pi}{2}} \int_0^{2\pi} J(0,\phi) \cos \phi' \sin \theta' \, d\theta' \, d\phi', \quad K_{sh} = \frac{f_{sh}}{2 \pi f_{sh}'},
\]

where \( \theta' \) is the angle between the normal to the plane of the detector and the differential flux, \( \sin \theta' = \frac{\text{Distance to Mars}}{\text{Distance to Mars}}, \) \( \theta_0 \) is the angle between the normal and the Mars direction and \( K_{sh} \) - shading coefficient.
Figure 1. The shading effect for GCR flux. The red line marks the normal to the detector plane, $\theta'$ is the angle between the normal and the differential flux.

**Distance vs orientation**

The dependence of the shading effect on the distance to Mars and the angle between detectors’ normal and the nadir to Mars is shown in Figure 2. The data on the high-elliptical orbit are shown on the left. It can be seen that here the main dependence is due to the distance to Mars. Unlike the highly elliptical orbit in scientific orbit the shadow coefficient depends mainly on the orientation.

Figure 2. Analytically calculated shading effect for Mars high elliptic orbit – left and Mars scientific (circular) orbit – right.

**Comparison with experimental data**

The comparison of the experimental flux data with the analytical estimates of the shadow coefficient are shown in Figure 3. The modulation of the flux and consequently the absorbed dose rate is due to the GCR interaction with the solar wind. Mars presence causes the narrow sharp drops of the measured flux (upper panels). These drops coincide with the increases of the shading effect.
Shading effect on absorbed doses

Figure 4 presents the measured dose rates, the corresponding distance to Mars and the angle between the detectors’ normal and the nadir to Mars for the high elliptic orbit (left) and the science circular orbit (right). It can be seen that, as a first approximation, the absorbed dose depends only on the distance. As the planet shades some of the particles hitting the detector at smaller angles, the above peculiarity can be explained by two mutually compensating effects:

1. When the angle between the differential flux GCR and the normal to the plane of the detector increases, then the number of registered particles per unit time decreases.
2. When it falls at a greater angle, the flux passes a large path into the detector and respectively leaves more energy, so contributes for higher dose.
Conclusion

Presented data show a strong dependence of the measured GCR fluxes on the part of the instrument’s field of view shadowed by Mars. The dependence on the orientation is valid for all measurements near celestial bodies without magnetic field, performed by detectors with planar geometry. Our estimates show that, depending on the orientation, the shading effect reaches 40%.

In the first approximation the measured doses depend mainly on the distance to the planet.
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Abstract.
In this study, sunspot areas are divided into four empirical categories according to their corrected areas on the solar disk in order to analyze their temporal variations and non-linear dynamics. Complexity parameter (last parameter) of the modified Zurich classification scheme for the last two solar cycles (Solar Cycle 23 and 24) is used as reference to determine the upper and lower bounds for distinct sunspot areas of each empirical group. Simplex Projection and S-Map algorithms are used to determine the embedding dimension and non-linearity parameter of each category, respectively. Cross-Correlation (CC) and Convergence Cross Mapping (CCM) methods are also applied to determine unidirectional and bidirectional relationships of these classes. Obtained results have shown that smoothing process drastically affects the embedding dimension and nonlinearity of each category. The empirical groups are also found consistent with each other as well as total sunspot number and sunspot area. Thus, we may conclude that the proposed empirical classification can be used for further studies.

Introduction
McIntosh sunspot Classification scheme is formed by three parameters. The first parameter is related to the structure and distribution of penumbra as well as the polarity (unipolar or bipolar) and length of the sunspot group. Second parameter focuses on the largest spot in the group and related to the type and size of its penumbra, and also symmetry of umbra and surrounding penumbra. Final parameter is related to the compactness of the sunspot groups. In other words, combination of this third parameter shows how a sunspot group is distributed on the solar disk (McIntosh P.S., 1990).

There are various studies in the literature that show sunspot related time series display different temporal variations in different groups (Kilcik A. et al., 2011 and references therein). However, there are very good data for the McIntosh Classification and all group information together for the last two solar cycles (Solar Cycle 23 and 24). On the other hand, there exists sunspot photoheliographic data after the year 1872. Therefore, the main motivation of this study is to confirm the possibility of extrapolating classification schemes to the historical measurements by using empirical groups and also investigating possible relationships and/or interactions between the dynamics of these extrapolated groups.

Data
Zurich Classifications and corrected areas for each observed sunspot for the time period between 1996 and 2018 are taken from “NOAA Space Weather Prediction Center”. These data are used as reference values for extrapolating the classification to the historical measurements of corrected sunspot areas observed from 1874 to 2018. Historical measurements are taken from “Revised version of Greenwich Photoheliographic Results (GPR) sunspot catalogue” (1874-1974) and “Debrecen Photoheliographic Data” (1974-2018). The new sunspot number data (Clette and Lefèvre, 2016) are also used to compare the separated time series and analyze their coherency.

Methods
The reference data is separated according to each sunspot’s complexity parameter of the Modified Zurich Classification scheme, namely x, o, i, and c. Therefore 4 empirical groups
are introduced by calculating the mean values of each parameters corrected sunspot are on the solar disk. Upper and lower bounds for empirical groups are determined from the middle values of each consecutive mean area of reference data. These separations can be summarized as in Table 1.

Table 1 – Empirical Classification Scheme

<table>
<thead>
<tr>
<th>Complexity Parameter</th>
<th>x</th>
<th>i</th>
<th>o</th>
<th>c</th>
</tr>
</thead>
<tbody>
<tr>
<td>Means of reference data [MSH]</td>
<td>51.49</td>
<td>87.24</td>
<td>272.12</td>
<td>561.78</td>
</tr>
<tr>
<td>Range for Empirical Classification [MSH]</td>
<td>69.36 &gt; x ≥ 0</td>
<td>179.68 &gt; i ≥ 69.36</td>
<td>416.95 &gt; o ≥ 179.68</td>
<td>c ≥ 416.95</td>
</tr>
<tr>
<td>Empirical Groups</td>
<td>Group 1</td>
<td>Group 2</td>
<td>Group 3</td>
<td>Group 4</td>
</tr>
</tbody>
</table>

In order to determine the embedding dimension parameter of these empirical groups, Simplex Projection (Sugihara and May, 1990) method is used. This method is based on the state space reconstruction of time series data and these reconstructions are assumed to map one-to-one to the original attractor of the comprising dynamic system (Takens, 1981). Thus, we can use prediction skill to identify the optimal embedding dimension.

An approximation of the nonlinearity of these empirical groups is calculated by using S-map (Sugihara, 1994) approach. In addition to the standard parameters of Simplex Projection, S-maps also contain a nonlinearity parameter (θ) that determines the degree to which points are weighted when fitting the model. If θ parameter is equal to zero, the model will be the same for each place in the reconstruction and so it will be identical to an autoregressive model. When values of θ are greater than 0, closer points in the reconstruction will get more weights, and so the local model can vary in state-space to accommodate nonlinear behavior.

A generic property of the reconstructions is that the states of each time series maps one-to-one onto the states in the original attractor. So, if two variables are dynamically coupled, then local neighborhoods on their reconstructions will map to each other since they are essentially alternative observations of the common original attractor. Thus, we used Convergent Cross Mapping (CCM) method which analyses how well local neighborhoods of two time series correspond to each other (Sugihara et al. 2012) to see the interactions of empirical group

Results

Monthly temporal variations of each empirical group and their comparison with total sunspot number and sunspot area can be seen in Figure 1. It is clear that these empirical groups behave differently especially during the maximum and declining phases of solar activity, although the main peaks are generally determined by the SSA Group 4. Both original versions of these groups and their smoothed versions are tested in the Simplex Projection algorithm (Figure 2). The original time series’ embedding dimensions are failed to converge a low dimension, possibly because of their intrinsic noise levels. On the other hand, a small smoothing, 3-month running average, fixed the optimal embedding dimension to 4 for all empirical groups. The same pattern is also revealed in terms of nonlinearity parameter during the S-map analysis.
Figure 1 – Monthly temporal variations of 3-month running averaged empirical groups, total sunspot numbers and total sunspot areas.

Figure 2 – Forecast skills of each empirical group for varying embedding dimension from 1 to 10. First row represent the original time series while second row represent the smoothed versions of the same time series.

We also calculated the correlation coefficients between the empirical groups and their temporal delays. These results are presented in Table-2. Finally, we analyzed the interaction of these groups with the SSN and SSA time series. The CCM results of this analysis can be seen in Figure 4.
Figure 3 – Forecast skills of each empirical group for varying nonlinearity parameter from 1 to 8. First row represent the original time series while second row represent the smoothed versions of the same time series.

Table 2 – Correlation Coefficients between empirical groups and SSN, SSA time series. The correlation values which marked with bold corresponds to the one month temporal delay.

<table>
<thead>
<tr>
<th>Group</th>
<th>Group 1</th>
<th>Group 2</th>
<th>Group 3</th>
<th>Group 4</th>
<th>Total SSA</th>
<th>Total SSN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group 1</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group 2</td>
<td>0.87</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group 3</td>
<td>0.81</td>
<td>0.83</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group 4</td>
<td>0.71</td>
<td>0.70</td>
<td>0.72</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total SSA</td>
<td>0.83</td>
<td>0.82</td>
<td>0.85</td>
<td>0.96</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Total SSN</td>
<td>0.92</td>
<td>0.91</td>
<td>0.90</td>
<td>0.83</td>
<td>0.95</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Conclusions
1. This empirical classification scheme introduced four consistent sunspot series, that is based on the last parameter of modified Zurich Class and can be used for future studies.
2. All groups have identical embedding dimensions and similar nonlinearity parameters that can be used to reconstruct their state space models.
3. Total SSA has the highest correlation with Group 4, while Total SSN has the lowest correlation and one month temporal delay with this group. Thus we conclude that, there are asymmetrical relationships between these two time series.
4. Each time series used in this study perform a higher CCM score than correlation coefficient values except mapping to Group 4 from Total SSA library. This indicated the uni-directional relation from Group 4 to Total SSA. In other words, Total SSA dynamics are sensitive to the variations in Group 4, but the opposite is not true.
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Abstract.
In the present paper an analysis of the polarization properties of the solar decameter spikes is performed. We found that decameter spikes can possess both left and right circular polarization which changes from 0 up to 100% with an average value 50%.

Introduction
For more than one decade solar radio spikes attract attention of the researchers in the field of the solar radio astronomy. It is assumed that these bursts have high diagnostic potential for both source of emission generation and surroundings (coronal plasma) in which the emission is generated [Benz A. O., 1986, Melnik V. N., et al., 2014]. Since 60th a great number of papers devoted to spikes in the different wavelength ranges have been published. In those articles the main spectral properties of the spikes and possible models of their generation were described in details. However, such parameter of spikes as polarization remained practically unattended. Nowadays polarization properties of the spikes well enough studied in the meter and decimeter wavelength ranges [Messerotti M., et al., 1985, Benz A. O., et al., 1987, Guedel M., et al., 1991]. Depending on polarization degree solar spikes are divided into three groups: weakly polarized ones (polarization degree less than 20%); intermediately polarized (polarization between 20% and 80%); strongly polarized (polarization higher than 80%) [Messerotti M., et al., 1985]. In most cases spikes with intermediate polarization are observed. In the paper [Guedel M., et al., 1991] it was shown that the degree of spikes polarization depends on location of the active region on the solar disk. Namely, the farer from the meridian is the active region the lower is the degree of polarization of associated spikes. In some cases the sense of spikes polarization and associated with them Type III and IV bursts is the same [Chernov G. P., 1977, Nonino M., et al., 1986] and in other cases the sense of polarization is opposite [Guedel M., et al., 1991].

Until the relatively recent time the question concerning spikes polarization in the decameter wavelength range has not been studied. In the present paper the first results of analysis of spikes polarization in the frequency band 8 - 32 MHz are presented.

Observations
The spikes analyzed in the paper were observed on 14 June 2012 with URAN-2 radio telescope (Ukrainian Radio interferometer of the Academy of Science) in continuous frequency band 8 - 32 MHz with high time - frequency resolution 100 ms and 4 kHz respectively. URAN-2 consists of 512 elements in form of two orthogonal dipoles arranged at an angle 45° to the meridian and has an area of 28,000 m² [Brazhenko A. I., et al., 2005]. Such configuration of the elements gives an opportunity to register simultaneously two linearly or two circularly polarized components of the signal. Registration and identification of spikes on the dynamic spectrum with URAN-2 became possible after equipment of the last with a receiver of new generation DSP-Z (Digital Spectra Polarimeter of Z modification) [Zakharenko V., et al., 2016]. The part of the dynamic spectrum with storm of spikes simultaneously with storm of Type III bursts is presented on Figure 1. This storm lasted...
during all day of observations from 04:45 up to 16:00 UT [Shevchuk N. V., et al., 2016]. The dynamic spectrum was recorded with URAN-2 coupled with new receiver DSP-Z.

![Fig. 1 Storm of spikes bursts simultaneously with storm of Type III bursts recorded on 14 June 2012. Panel A represents power characteristics of the bursts and Panel B shows polarization one.](image)

Spikes are fine structured bursts with duration and bandwidth in the decameter wavelength range about 1s and 60 kHz respectively [Melnik V. N., et al., 2014]. On the Figure 1 spikes are dark spots chaotically located on the dynamic spectrum. Decameter Type III bursts on the dynamic spectrum appear as intense tracks drifting from high towards low frequencies. Duration of these bursts increases with observational frequency decrease. For example, at frequency 16 MHz duration of Type III bursts is about 10s [Melnik V. N., et al., 2018].

### Analysis of the observed data

For the analysis of polarization properties of the spikes we chose arbitrary 30 second intervals on the dynamic spectrum where influence of the accompanying bursts (Type IIIb, III, IV bursts) would be minimal. We measured the sense and the degree of polarization for more than 1500 spikes. According to statistical analysis spikes have high degree of circular polarization. On Figure 2 the histogram of spikes distribution on polarization is presented. As can be seen from the presented distribution spikes can have both left and right circular polarization. However, on this particular day the majority of analyzed spikes (approximately 96%) had right circular polarization. At the same time spikes with left circular polarization were not numerous only 4%. Such a numerical advantage on polarization may testify that most probably spikes with left and right circular polarization escaped from different active regions.

![Fig. 2 Histogram of spikes distribution on the polarization.](image)

From the histogram of spikes distribution on the polarization we can conclude that degree of polarization of spikes changes from 0 up to 100% with average value about 50% and 20% for the bursts with right and left polarization respectively. The former value is close to that obtained for the decameter Type IIIb bursts which were observed simultaneously with Type III
bursts and composed so called IIIb-III pairs [Melnik V. N., et al., 2018]. The mean value of Type IIIb bursts polarization is 40% - 60% depending on the time of observations. Also we found that spikes polarization does not depend on observational frequency and changes within interval 40% - 70%. It must be noted that as in the case of Type IIIb bursts in the majority of the cases (70%) the maximums of spikes polarization precede the maximums of emission fluxes (Figure 3). On the Figure 4 the histogram of distribution of time shifts between flux and polarization maxima is presented. The positive and negative values correspond to delay (in average 0.14s) and advance (about 0.25s) of flux maxima with respect to polarization maxima correspondingly.

Fig. 3 Power and polarization profiles of the spikes.

Fig. 4 Histogram of distribution of time shifts between flux and polarization maxima

Leading spot rule

Polarization properties of the spikes can be used to determine or refine their generation mechanism. Apparently from the polarization observations we can judge about preferred mode of emitted wave (ordinary or extraordinary). The "leading spot rule" is often used to determine the wave mode [Benz A. O., et al., 1987, Guedel M., et al., 1991]. In the frames of this rule it is assumed that flare happens above leading spot of the active region which in the majority of the cases dominate the trailing one. Thus the magnetic polarity of the leading spot determines direction of magnetic field of the emission source. Comparing measured degree of circular polarization of the bursts and direction of the magnetic field in the leading spot the mode of the wave can be determined. For example, if the emission has left (right) circular polarization and the magnetic field in the leading spot is directed toward the observer North (from observer South) then the leading spot rule suggests o-mode emission. In our case the majority of spikes (96%) had right circular polarization (see Figure 2). At the same time according to data from SDO satellite (Solar Dynamic Observatory) magnetic fields of the leading spots of the active regions NOAA 11504-11505 and NOAA 11507-11508 with which we associate the enhanced activity in the radio band were directed toward the observer North (Figure 5). Comparing spikes polarization and direction of the magnetic field we can conclude that most probably mode of the emitted wave corresponded to x-mode.

However, Type III bursts observed on this day had right circular polarization (see Figure 1). According to [Guedel M., et al., 1991, Chernov G. P., 1977] the emission of the Type III bursts corresponds to o-mode. To satisfy this statement the Type III bursts should be associated with active region NOAA 11506, where the magnetic field in the leading spot was pointed from observer South (Figure 5). Since Type III bursts and spikes observed on this day have the same sense of circular polarization we may conclude that both types of bursts are emitted on o-mode and can be associated with the same AR NOAA 11506.
Conclusion

In the present article for the first time the analysis of the observational polarization properties of the decameter spikes was performed. It was shown that decameter spikes can have both left and right circular polarization. The degree of their polarization can vary from 0 up to 100% that observed in the case of high frequency spikes as well.

The sense and degree of polarization of decameter spikes agree well with those obtained for the decameter Type IIIb bursts. This fact can be additional evidence that spikes and striae, which form Type IIIb bursts, are the same type of the solar radio bursts [Shevchuk M. V., et al., 2018].

Question concerning usage of the polarization of spikes for determination or confirmation of the possible model of their generation on this stage of our research remains open and needs further study.
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Fig. 5 Magnetogram obtained with SDO satellite showing map of magnetic fields on the solar disk (black spots show direction of the magnetic field from observer and white toward observer). Taken from: https://www.nasa.gov/content/goddard/sdo-hmi-magnetogram.
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Abstract.
Soft X-ray emission observed at the current solar cycle in the period July-September, 2017 is analyzed. We have found two different states of the solar activity using a Hidden Markov Model, and we show that in the periods of high solar activity the energy distribution of soft X-ray solar flares is well described by an ARFIMA-GARCH model. Although it is assumed that higher solar activity can contain more states, in the period under study (close to the quiet Sun) this approach allows us to describe both the two states of the solar activity and the emission dynamics within a single state.

Introduction
A pronounced feature of the solar activity is its irregularity, visible in daily changes of the space weather [Usoskin I.G., 2013]. The space weather disturbances are caused mainly by the Sun, through the different types of solar activities. Solar flares and Coronal Mass Ejections (CMEs) are clear indicators of active processes at the Sun among the most energetic and spectacular solar activity events. They are two types of solar eruptions that can spew vast quantities of radiation, solar energy particles and magnetized plasmas into space.

The Sun is a strong X-ray emitter because the solar atmosphere (solar corona) is much hotter than the solar surface and so is a source of thermal (soft) X-rays. Observations of solar flare phenomena in X-rays are held from the 1960s with the space-borne instrumentation. Since 1974 the broadband X-ray emission of the Sun has been recorded almost continuously by the meteorology satellites operated by NOAA first with the Synchronous Meteorological Satellite (SMS) and then with the Geostationary Operational Environment Satellite (GOES) [Garcia H.A., 1994]. The solar X-ray flares data are widely available from the NOAA Space Environment Center site. Therefore, studying the long-term solar variability and predicting the solar activity is an actual problem in solar physics. Two bands of X-rays (1-8 Å, 0.5-4 Å) are measured by GOES, soft and hard. We concentrate on the soft X-ray emission. It is particularly sensitive to high-temperature plasma and is thus an important diagnostic of the coronal temperature distribution.

Recently, autoregressive fractionally integrated moving average (ARFIMA)-type modeling was advertised to address problems in the burgeoning field of time domain astronomy [Feigelson E.D., at.al., 2018]. In particular, the ARFIMA process was considered as a candidate for extensive statistical studies of the soft X-ray solar emission [Stanislavsky A., at.al., 2009]. The ARFIMA model is a discrete-time analog of the fractional Langevin equation that takes into account the non-Gaussian statistics and the long-range dependence (long-term memory), i.e., the events are arbitrarily distant still influence each other exceptionally strong [Magdziarz M., at.al., 2007; Burnecki K., at.al., 2008]. Note that the long memory property represented by ARFIMA processes can be combined with variance changing in time. Bollerslev [Bollerslev T., 1986] generalized the autoregressive conditional heteroskedastic model, named ARCH, proposed in the seminal Nobel Prize winning paper by Engle [Engle R.F., 1982]. The generalized autoregressive conditional heteroskedasticity
(GARCH) process takes into account heteroskedastic effects typically observed in form of clustering of volatilities. Baillie et al. [Baillie R., at.al., 1996] introduced ARFIMA driven by GARCH noise, namely ARFIMA-GARCH processes.

The aim of this paper is to present a proper statistical procedure for analyzing and modeling soft X-ray solar emission activity in the period of the current solar minimum, during July-September of 2017. The analysis of the data reveals two state dynamic of the solar emission. Within the two states the statistical parameters are nearly constant. To account for these findings we introduce a combination of the Hidden Markov Model (HMM) and ARFIMA approaches, which allows us to describe both the two states of the solar activity and the emission dynamic within a single state.

**Analysis of X-ray solar flux data**

The solar X-ray flux arises from two origins. Firstly, there is flux coming from sunspot regions and other features – the background flux – and it varies slowly from day to day. Secondly, solar flares produce large amounts of X-ray flux, but their duration are usually from minutes to several hours. Our approach was tested using a relatively short, but interesting, interval of soft X-ray data to pinpoint its features. In July, August and September of 2017 the Sun was approaching the minimum of its next 11-year cycle. Despite the fact that a major X-class solar flare erupted peaking as X9.3 at 12:02 UTC on September 6, 2017. Surprisingly, it was the strongest solar flare of the current solar cycle (Cycle 24).

Unfortunately, the solar X-ray data contain gaps (missing data), due to 35 minutes of eclipse per orbit; four transits through the radiation belts per orbit and irregular, short periods of primary payload observation and others. In order to reduce the effect of gaps, we used the data obtained from two satellites (GOES-13 and GOES-15), and for the August data from three satellites (also GOES-14, see ftp://ftp.swpc.noaa.gov/pub/warehouse). All the satellites gave very similar data (correlated and close values, see Figure 1). Our strategy in the data preparation was the following. If there are no gaps, we carry out averaging over two (or even three in August) satellite data. For gaps in one of the time series we have taken the best without gaps. As a result, we have three time intervals, namely July, August and September, 2017 with 1-minute steps, which were studied by statistical methods. This leads to a big data set including 132 480 equal sized bins.

Although the time series of solar X-ray data looks like random, it violates the assumption of “independence” in random variables. This is the case when autoregressive modeling can be effective. ARFIMA($p, d, q$) seems to be a time series model well-adapted for extensive statistical studies of the soft X-ray solar emission. On the one hand, it quantifies the dependence of current values on recent past values via the parameter $p$ describing how many lags to model. Second, a moving average process accounts for the dependence of current values on recent past random shocks to the system, and the parameter $q$ determines the number of the past noise values. In order to estimate ARFIMA parameters, we follow the procedure described in [Burnecki K., at.al., 2013]. The third parameter $d$ characterizes memory effects caused by the Sun’s magnetic field. The memory of the solar cycle plays an important role in predictions because it determines how much of the past history of solar activity determines its future output. This explains “modulation” of the soft X-ray radiation. When the Sun’s magnetic field gets really twisted, there are lots of sunspots. There are lots of solar storms then. After a while, the Sun’s “messy” magnetic field resets itself into a smoother, more orderly arrangement. Most sunspots go away. The cycle starts all over again. This is a source of long memory. But there are effects making memory shorter: turbulent pumping [Karak B.B., at.al., 2012], random variations in meridional flow amplitude [Hathaway D.H., at.al., 2014], the gravitational action of planets on the solar dynamo [Stefani F., at.al., 2016]. Probably there are others that we do not know yet. Using an ARFIMA model
estimation directly to the entire time series is problematic, as the parameters $d$, $p$ and $q$ are changing. The result is unstable. Nevertheless, if we take a rolling window of 512 data points and scan the entire segment from beginning to the end, observing how the parameters change, then the parameter estimate becomes a successful procedure. For this purpose we use the methods described in [Kokoszka P.S., at.al., 1996]. Sometimes the algorithm does not converge (exitflag = 0). This can serve as a criterion for model parameters selection. From this point of view the best model is $(2, d, 0)$, as it yields no problems with convergence. Moreover, in many cases the values $\Phi$ and $\Theta$ became too large, except for the case $(1, d, 0)$. This means that the solar X-ray data are non-stationary time series, but the short intervals (about 500-1000 minutes) may be similar to a stationary type. The ARFIMA process can be useful, as a fitting model, but it has a piecewise character which should be taken into account.

The resulting time evolution of the obtained ARFIMA parameters is plotted in Figure 2. We can see that the memory parameter $d$ changes in time and has lower values when the X-ray flux is relatively low and higher variance in the opposite situation. In order to investigate heaviness of tails, following [Stanislavsky A., at.al., 2009], we assume that the ARFIMA noise distribution belongs to the domain of attraction of $\alpha$-stable Lévy law for $0 < \alpha \leq 2$. An evolution of the stability index for the three considered here months is also depicted in Figure 2. We can observe that the $\alpha$ values close to 2 correspond to the low X-ray flux and lower $d$, whereas $\alpha$ being lower (heavier-tailed case) coincides with high X-ray flux and higher $d$.

Hidden Markov Model applied to the data

The results of fitting ARFIMA to solar data indicate that ARFIMA model can describe the data well but only if we divide the sample into shorter periods. On the other hand, if one looks at the parameter evolution plots (see Figure 2), it can be observed that the parameters are stable during some periods of time and then change its behavior. Further, those changes are related to changes in the data character, i.e. we observe different parameters for low values of solar activity and different for solar flares (high values of X-ray flux). Hence, it seems to be natural to consider two types of dynamics (states or regimes) of solar X-ray data. A good starting point for a description of such dynamics is a class of regime switching (RS) models. In the RS models one assumes that there exists some (external or/and internal) stochastic process, which governs the switching mechanism between different states (regimes) of the observed data. A prominent examples of this class are the Hidden Markov Models (HMM), sometimes called Markov regime switching models (MRS) (see [Cappe O., at.al., 2005; Rabiner L.R., 1989] for reviews on HMM usage in pattern recognition or [Meyer L., at.al., 2014] for an application of HMM in astrophysics).

Here we apply a 2-state HMM Model with Gaussian distribution having different parameters in different states. In order to stabilize the variance of the estimation results, we apply the model to the logarithm of the analyzed data. As a by-product of the estimation procedure we obtain inferences on state process values $S_t$, i.e. probabilities $P(S_t = i)$. Based on this values we can classify the X-ray flux data into two different states, namely we put $S_t = i$ if $P(S_t = i) > 0.5$. The identification results are plotted in Figure 3. As can be observed the obtained classification corresponds to the time evolution of the parameter changes plotted in Figure 2, namely we observe lower values of $d$ and values of $\alpha$ close to 2 for State 1 (background dominated) while for State 2 (flare dominated) there are higher values of $d$ and lower values of $\alpha$. In the background state of our system the noise is close to Gaussian, and the model in its parameters changes slowly. In another state the solar flares result from the rapid release of energy in the solar corona, probably initiated by magnetic reconnection. This release of energy leads to the acceleration of particles, which in turn leads to the formation of high temperature plasma that emits strongly in the soft X-ray wavelength region. The X-ray
emitting plasma becomes exciting and non-equilibrium. This just explains why the parameters of the model change quite quickly and the noise becomes heavy-tailed. Switching from one state to another occurs due to explosive phenomena (solar flares, CMEs and so on).

**Fitting ARFIMA-GARCH to selected two states**

Having identified two states of the solar activity we now analyze them separately. Since the X-ray emission clearly exhibits a long-range dependence often possibly heavy-tails we choose ARFIMA model as a basic model. We perform the ARFIMA identification and validation procedure in the ITSM package [Brockwell P., at.al., 1996] which allows a user-friendly and detail diagnostic of the fitted model. We perform the fitting procedure separately for identified parts of the data in State 1, which is background dominated (a light-tailed case), and identified parts in State 2, which is flare dominated (a heavy-tailed case). It appears that for the whole fragments of the data in State 1 or 2 a single ARFIMA model often cannot be properly fitted. With intervals 500-2000 points (minutes) the Windows-based computer package ITSM works more successfully. This is not a surprise as our analysis of the X-ray solar flux data revealed that the parameters of the process change in time. This suggests that the whole fragments in State 1 or 2 can be described by a piecewise ARFIMA process. We also found that in State 2 well-fitted parts are usually shorter, not more than 1000 observations (minutes). This also coincides with the foresaid analysis shown a more non-stationary behavior in State 2. Furthermore, the ARFIMA model residual diagnostics quite often suggest a bad fit of the model in terms of the independence of the squared values. This clearly suggests that there is a need for allowing the variance change stochastically in time. A natural extension of the ARFIMA process that allows for the (conditional) variance fluctuating in time is the ARFIMA-GARCH process. The GARCH process can explain a slowly changing X-ray background solar emission well.

To sum up, for the first trajectory the ARFIMA model seems quite appropriate but for other trajectories ARFIMA-GARCH is much better than the simple ARFIMA and in general is very well-fitted which clearly indicates a stochastic heteroscedastic pattern.

![Fig. 1 Data obtained from two satellites, GOES-13 and GOES-15, in July, August and September 2017 (following ftp://ftp.swpc.noaa.gov/pub/warehouse)](image-url)
Fig. 2 Evolution of ARFIMA parameters and index obtained in July, August and September 2017

Fig. 3 Results of a 2-state HMM identification in July, August and September of 2017. The points classified to State 2 (i.e. with $P(S_t = 2) > 0.5$) are denoted by red dots. The values of the probabilities $P(S_t = 2)$ are plotted in the corresponding lower panels.

Conclusions
The main results obtained in this study can be summarized in following points:
1. On the base of the GOES satellite instrumental data for the solar soft X-ray emission during July-September of 2017, we have detected several important effects in our empirical studies. Soft X-ray emission demonstrates a long-term dependence, variance changing in time, and heavy-tailed distributions.
2. Evidence for the existence of regime (state) switching behavior was found. The observed flux densities exhibit two states: background dominated and flares dominated.
3. The piecewise ARFIMA and ARFIMA-GARCH models were built separately for both states. In the models the solar X-ray data are considered as a non-stationary time series, whereas the short intervals may be stationary, but their duration is random.
4. Our findings were confirmed by rigorous ARFIMA and ARFIMA-GARCH residual diagnostics which shown that for most of the case a plain ARFIMA model is not enough.
5. In the framework of ARFIMA and ARFIMA-GARCH models the evolution of their parameters is connected with changes of solar activity (in X-ray emission). The correlations are very noticeable.
6. The introduced framework allows one to calculate forecasts along with prediction intervals which may be helpful in predicting potentially catastrophic events.
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Abstract.
We present an analysis of the high speed streams (HSSs) parameters, using in situ WIND data recorded from May 2010 to December 2012. For this purpose we made a list of 202 solar wind disturbances incorporated into an online catalogue for general use. Separating the solar wind signatures on: high speed streams, interplanetary coronal mass ejections (ICMEs), complex signatures; we focused our attention on 102 HSSs (52% of all SW signatures) which can be clearly associated with particular stream interface (SI). Furthermore, we analyzed in detail the correlation of solar wind parameters in different parts of HSSs, particularly in front and behind of SI. We found the best correlation between maximum of the magnetic field strength $B_{\text{v}}$ proton density $N_p$ and proton thermal speed $v_{\text{th}}$, 0.65 and 0.62, respectively. As well as between flow speed $v$ and proton thermal speed $v_{\text{th}}$, $cc = 0.64$. While the correlation is significantly lower ($cc = 0.38$) between magnetic field $B$ and flow speed $v$. Also, the correlation between maximum of the magnetic field $B$, flow speed $v$ and proton thermal speed $v_{\text{th}}$, in the regions of HSS before and after SI are: $cc = 0.84$, 0.66 and 0.79, respectively. Correlations for the maximum of the proton density $N_p$ between these two HSS regions is significantly lower ($cc = 0.39$) and points out to the possibility of two different HSS families.

Keywords. solar wind disturbance, stream interface, high speed stream

Introduction
Corotating interaction regions (CIRs) are created by the interaction of the high speed solar wind streams (HSSs) and slow solar wind streams (e.g., Tsurutani et al., 2006, and references therein). The slow solar wind speed has a typical speed from 300 to 400 kms$^{-1}$, while the high-speed solar wind may reach velocities up to 800 kms$^{-1}$. CIRs originate from a coronal hole on the Sun (Krieger, Timothy and Roelof, 1973) and cause recurrent activity in the interplanetary space (e.g. Gosling, 1996). Furthermore, at heliocentric distance of around 1 AU, CIRs are usually bounded by magnetohydrodynamic forward and reverse waves, which develop into a forward and reverse shocks at a larger distance, occasionally some events develop already at 1 AU (Smith and Wolfe, 1976). CIRs cause geomagnetic storms of medium to weak strengths (e.g. Vennerstrom, 2001; Verbanec et al., 2011a,b; Hajra et al., 2013, Vršnak et al., 2017), although this phenomena is much stronger when it is caused by a single ICME or ICMEs interaction. CIRs occur more common throughout the solar cycle and their cumulative effect is larger than those of ICMEs (Tsurutani et al., 2006). From the measurements of the solar wind at 1 AU, a CIR structure is characterized by the compression region associated with stream interface (SI). Inside the compression region the magnetic field, the temperature and the plasma density are increased (Dumbović et al., 2012, and references therein). Compression region usually lasts typically one day. The whole region contains strong fluctuation and the increase of the southward-directed magnetic field is always present. Fast HSS from coronal holes lasts typically several days and reach flow speeds that can reach values above 800 kms$^{-1}$. For the evolution and structure of CIRs see articles Balogh et al., 1999 as well as Gosling and Pizzo, 1999. The main objective of the analysis presented in this article is the comparison of measured magnetic field and plasma SW parameters in different parts of the CIR. In following Section 2 we describe the data used for our study. Section 3 describes data analysis of the magnetic field and plasma parameters in different parts of HSS,
that were recorded by *in situ* measurements at the Langrangian point L1, focusing on the period from May 2010 to December 2012. In particular, we analyze, in detail, the relationship between: the magnetic field, $B$; the flow speed, $v$; the thermal proton speed, $v_{th}$; and proton density, $N_p$, in front and behind the SI. The main results and conclusions of the research are summarized and discussed in Section 4.

![Image of solar activity figures](image)

*Figure 1. The presented figures the following labels are: a) the magnetic field strength, b) GSE magnetic field components, c) solar-wind speed, d) proton density and thermal velocity and e) plasma-to-magnetic pressure ratio. From a) to e): Example of the HSS in situ WIND measurements at L1 (DOY (day of year) = 98 is 8 April 2011). This HSS, measured by WIND satellite occurred on 13 April 2011, represents events with clearly distinctive features of SI (middle dashed vertical line). The morphology of such HSS can be divided into two different parts: part of the HSS between the front wave and SI (which is marked with number 0) and part of the HSS between SI and reverse wave (which is marked with number 1). First and last vertical dashed lines represent forward and reverse waves, while the middle dashed lines represent stream interfaces or interaction region.*
The data set

For the measuring of solar wind disturbances at L1 point we used the data recorded by the Magnetic Field Investigation (MFI) and Solar Wind Experiment (SWE) Wind instruments (http://wind.nasa.gov/mfi_swe_plot.php), with 1 minute resolution data in GSE coordinates. The HSS events were separated by a detailed analysis of plasma and the magnetic field structure, as described in Dumbović et al. 2012. First we identified the increase of the plasma speed above the current background wind speed level, which corresponds to high-speed streams (for details see Vršnak, Temmer, and Veronig, 2007a). Also, we found the compression region or SI at the rising phase of the HSS from the data of plasma temperature, density and magnetic field (a sharp peak of the density and field strength, as well as sharp increase of temperature). Using the IS we separated the HSS on two parts. The \textit{in situ} data in Figure 1 show that the structure of the HSS consists of two different parts (separated by the vertical dashed lines). Middle vertical dashed line represents stream interface. In both parts we measured the magnetic field strength, change in GSE magnetic field components, flow speed, maximum and minimum values of the flow speed components, temperature, proton density and plasma-to-magnetic field pressure ($\beta$). First region, which we marked with 0 (part of the HSS form onset of HSS to the onset SI) is characterized by a gradual increase of magnetic field strength, decrease in temperature and strong increase of proton density. The second region, which we marked with the number 1 (part of the HSS from the onset of SI to the end of the HSS) is characterized by a sharp drop of proton density, increased magnetic field strength, flow speed and temperature. As the end of HSS we took the time when the flow speed returned to the same values, as on the onset of the speed increase. In Figure 1; in every plot the date is expressed as DOY.

For the analyzed period, from 202 solar wind disturbances, 137 have been recognized as HSSs (67% of all SW samples). From the whole HSS sample, 74% of HSSs show a typical field and plasma structure and SI inside the CIR which can be clearly recognized. Between 137 HSS events, 35 events (25% of whole CIR sample) have complex signatures, and have been defined as events with complex signatures. For such HSSs it was not possible to clearly recognize the SI, but it was possible to recognize two or more SI, which can be caused by HSSs or ICME-HSS interaction. These events are excluded from our analysis. Our list of HSS events can be found at https://zvjezdarnica.hr/pdf/ListSWDs2010.pdf. For each HSS we provide the following information: no. of event (column 1); date of HSS disturbance (column 2 - 4); column 5 - 7 give information whether the HSS is associated with a change in cosmic ray neutron flux, Dst index and whether is shows a rotation of the magnetic field. For the purpose of this analysis we separated the SWDs into different types: ICMEs, HSSs and complex signatures, and the SWD type is noted in column 8; in columns 9 - 16 we give information on the SWD onset and the maximum values of magnetic field strength and plasma parameters; finally columns 17 - 19 give information about the onset and values of change, maximum and minimum of the Dst index.
Analysis

The results presented in this section quantify the previously described behaviour in statistical sense concerning the analysed period (from May 2010 to December 2014), are presented in graphical form in Figures 2 and 3. The correlations between four HSS-related solar wind parameters measured by in situ WIND data, are shown in Figure 2a-d. The presented scatter plots relating the correlation between the maximum measured values of the solar wind magnetic field strength $B$, proton density $N_p$, flow speed $v$ and proton thermal speed $v_{th}$, over the analyzed period. The graphs reveal a well defined lower and upper limits to $v(B)$, $N_p(B)$, $v_{th}(B)$ and $v_{th}(v)$, indicated by the dotted line. In every graph we displayed the linear last-squares fit for solar wind parameters related data. We found the best correlations, $cc = 0.65$, $0.62$ and $0.64$, between: proton density and magnetic field strength, proton thermal speed and magnetic field strength, as well as proton thermal speed and flow speed, respectively. While a significant lower correlation $cc = 0.38$ was found between the flow speed and magnetic field strength.

In Figures 3a-d we plotted the variation of the four solar wind parameters measured separately in two different parts of the HSS for the same analysed period (noted as parts 0 and 1 in the Figure 1). There is a high correlation between the maximum of magnetic field strength $B$, solar wind flow speed and proton thermal speed in HSS parts 0 and 1, with correction coefficients of $cc = 0.84$, $0.66$ and $0.79$, respectively.

While, a very weak correlation ($cc = 0.39$) was found between maximum values of the proton density $N_p$ measured in regions 0 and 1. Inspecting the graphs (Figure 3b), we can distinguish that the variation between maximum of the proton density in HSS parts 0 and 1 show two different correlations or possible two different families of the HSS.
Figure 3. Variation between maximum of: a) magnetic field strength $B$ b) proton density $N_p$ c) solar wind flow speed $v$ and d) proton thermal speed $v_{th}$, in HSS parts 0 and 1. The dashed line represents a provisionally lower and higher values for the specific solar wind parameter.

Discussion and Conclusion

We summarize the main results of our analysis of the HSS-related solar wind parameters as follows:

a) For our analyzed sample of the SWDs, 52% of the whole solar wind disturbances can be recognized as a HSS, which can be clearly associated with a particular stream interface.

b) We found high correlations between maximum of the magnetic field strength $B$ vs proton density $N_p$ and proton thermal speed $v_{th}$, as well as between flow speed $v$ and proton thermal speed $v_{th}$, with correlation coefficients 0.65, 0.62 and 0.64, respectively. While the correlation is significantly lower (cc = 0.38) between magnetic field $B$ and flow speed $v$.

c) Correlation between the maximum of the magnetic field $B$, flow speed $v$ and proton thermal speed $v_{th}$, in the regions of HSS behind and after SI are: cc = 0.84, 0.66 and 0.79, respectively. Correlations for maximum of the proton density $N_p$ between these two HSS regions is significantly lower (cc= 0.39) and points out to a possibility of two different HSS families.
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Abstract.
We live in an era where scientific studies of the Sun and the solar-terrestrial interactions, being done by ground-based and orbital observatories, are more improved and wide-spread. However, the total solar eclipses are still a cosmic laboratory impossible to simulate on Earth and they provide a chance for detailed studies of the corona and the active processes which affect our everyday lives.

Our research team is preparing an expedition to observe a total solar eclipse on 2019 July 2 from Chile. The current report gives details on preliminary research of choosing the location, preparing the equipment and scientific tasks to perform.

Introduction
On 2019 July 2 a total solar eclipse will be visible from within a narrow corridor that crosses throughout the Pacific (the totality will be visible from Oeno Island), Chile, and Argentina. The path of the Moon's umbral shadow will first “touch” the land in Chile and leave the mainland, crossing the Argentina. A partial eclipse will be visible from a much wider band of penumbra of the Moon, which includes much of the Pacific Ocean, across South America, and part of the South Atlantic Ocean.

The maximum duration of the total phase of the eclipse will be 4 min 33 s (visible from a territory situated in the Pacific Ocean). For observers from continental land of South America the greatest duration will continue 2 min 36 s (NASA Goddard Space Flight Center: https://eclipse.gsfc.nasa.gov/SEgoogle/SEgoogle2001/SE2019Jul02Tgoogle.html).

All preliminary studies regarding the weather conditions confirm that one of the best places for observations of this eclipse is the Atacama Desert, Chile, where our team will be located (Figure 1a). Using the provided information about the average cloud amount in July along the central axis of the eclipse for the territory of Chile and Argentina, our team chose the best observational spot to be located in the surroundings of the town of El Molle (Figure 1b). Eclipse details for the preferred location are listed in Table 1.


<table>
<thead>
<tr>
<th>Magnitude</th>
<th>Duration of the totality [mm:ss]</th>
<th>Maximum [LT]</th>
<th>Sun’s altitude at maximum</th>
</tr>
</thead>
</table>

It is important to note that the altitude of the chosen area is in the order of 1000 meters (or more), which contributes to greater transparency of the atmosphere. Our team has chosen a location outside the cities to minimize the effects of light pollution.
Fig. 1 a) Average July cloud amount along the central axis of the eclipse across South America (http://eclipsophile.com/total-solar-eclipse-july-2-2019/); b) Average July afternoon fractional cloudiness along the eclipse track over South America. Data are extracted from 14 years (2002-2015) of observations from the Aqua satellite. (http://eclipsophile.com/total-solar-eclipse-july-2-2019/).

Planned experiments and tasks

a) White-light observations and polarimetric analysis of the solar corona

Polarimetric measurements conducted during TSEs are an important source of information about the physical conditions in the so-called white-light corona. During every TSE such measurements are a fundamental experiment in view of the fact that numerous problems related to polarization of the corona are still unsolved [Badalyan O. G., et al., 1997; Koutchmy S. and Schatten K. H., 1971; Molodensky M. M., et al., 2009].

- Searching for areas of polarization in the inner corona which is at a degree, exceeding the maximum possible one, when considering only the Thomson scattering of photosphere photons.
- Investigating electron distribution in solar corona as function of distance from solar center (especially above active regions).
- Determination of the relationship between the degree of polarization and the wavelength.
- Evaluation of the degree of polarization in polar plumes.
b) Fine structure of white-light solar corona

Due to the progress of observing techniques and the usage of modern detectors we now know that the white-light solar corona drives the formation of small-scale structures in the solar corona like helmet streamers or knots. Over the polar regions we have clearly identified the structures of coronal rays and plumes. Observations with a resolution in the order of one arc sec indicate that the majority of the solar corona is in a dynamic state [Pasachoff J., et al., 2007].

- Photographing the solar corona with couple of cameras with different lenses in order to be able to achieve details of coronal fine structure when combine images with different exposure times.

c) Polarimetry of solar prominences

Investigations of quiescent prominences fine structure as well as these on physical parameters like density, temperature or speed are directly connected with underlying magnetic field. Both its global and local components in the environment of prominences are responsible for their lifetime duration. On the other hand, the magnetic reconnection is key factor in destabilization and eruption of filaments. While it is clear that the basis of the dynamics and evolution of solar prominences is related to the local magnetic fields in the area of their occurrence, lots of questions remain unanswered. The planned experiment includes:

- Determination of the parameters of the magnetic field that supports solar prominences, using a polarizing observational method to determine the Sun’s magnetic field parameters.
- Obtaining a picture of the global magnetic structure surrounding and supporting the prominences. We aim at showing the existence of coronal voids and/or coronal cavities near prominences and to prove that they are related to the acceleration of the prominence plasma during eruption.

d) Monitoring and recording of “shadow bands”

A yet not fully studied atmospheric phenomenon observed immediately before and after the full phase of a TSE are the so called “shadow bands” [Codona J. L., 1998]. This phenomenon was familiar to astronomers 200 years ago, but its successful photographing and videotaping became possible only in the last three decades. Shadow bands are visible on a flat white surface in the final few seconds before and after the totality of an eclipse. It is clear that this is an atmospheric phenomenon but the part or layer of the atmosphere involved is not yet known. It is largely accepted that it is a result of the light emitted from a thin solar crescent being refracted by the Earth's turbulent atmosphere. We suggest a relatively new experiment for shadow bands exploration.

- Registering the shadow bands using ultrasound anemometers with 4 times per second frequency for measuring the speed of wind.
- Videotaping and registering infrasound signals of this phenomenon. Registering and analysis of infrasound from natural processes in nature is a relatively new scientific branch.

Each eclipse is accompanied by “eclipse wind”. The wind speed depends mainly on the regional and local topography, including water surfaces and whether the land is covered by desert, forest or mountains. The landscape also determines rapid changes in temperature which decreases 5-15°C.
• Checking if both the wind and the changes in temperature can cause atmospheric turbulence that is capable to generate very low frequency sound in the atmosphere.
• Monitoring the atmosphere at ground level for low frequency sounds, because their existence would infer that shadow bands are associated with turbulence at all levels of the Earth's atmosphere. For the purposes of this experiment, we will employ a highly sensitive infrasound microphone with a frequency response of 0.1 to 10000 Hz.

Conclusions
We present a preliminary program for observations of 2019 July 2 total solar eclipse visible from the territory of South America. Our team chose a location to obtain the observations situated in the surroundings of Chilean town El Molle with altitude higher than 1000 m above the sea level.

The planned experiments include photographing solar corona with different instruments (lenses and filters) and settings (exposure times, diaphragms, light sensitivities, etc.), as well as registering the properties of atmospheric phenomena that accompany the totality – eclipse winds and shadow bands.

The obtained results will be compared with the ones that we have from similar experiments, held at 2017 August 21 total solar eclipse in USA.
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Abstract.

Binary systems RS Oph comprise a white dwarf and a closely orbiting Red giant. RS Oph (HD 162214) is a symbiotic recurrent nova which exhibits recurrent nova outbursts approximately every 15-20 years. Matter is transferred from the companion to the white dwarf, forming an accretion disk with corona (Mondal et al. 2018). Advection in the disk contributes to dynamics in internal orbits of the disk. Therefore, mechanisms can be viewed as a catalyst of an activity from the coronas arches collisions.

Introduction

Advection carries the properties of flow parameters from one area of the medium to another. The mechanism transfers (transports) all disturbances without deformation in them.

We have developed a MHD model of the accretion disc, based on a new specific advective hypothesis, presented in Yankova (2013, 2015a). The unified model we built on the conception to non-deforming advection allows in the field of nonlinear physics to conduct an analytical study of the accretion.

Researching the behavior of the emerging as a consequence of this mechanism direct and reverse connections in the flow on disk, represent a solution to the global model for the radial and vertical disk structures; the local structure model and adaptation of the model for the emerging corona. Results given in detail in Iankova (2007a, b), Iankova (2009), Yankova (2012a, b, c), Yankova (2015 b, c).

In the papers Yankova (2015c, 2016) is research of the accretion flow in concrete objects: the disks structures in on Cyg X-1 and SgrA * have been modeled. Here we analyze the behavior on the advective hypothesis in the RS Ophiuchi nova-like disk.

Advection mechanism

As we show in our relativistic consideration (Yankova 2017a, b; Yankova 2018a, b), the Advective Operator who consists of Pure Rotation in Time and Rotation + Translation respectively:

\[ \left( \partial_{t_j} + v_{ij} \partial_{x_j} \right) v_{ji} = \beta_{ji} \partial_{t_i} + \delta_{ij} \partial_{t_j} \]  

where

\[ v_{ij} = \frac{\partial x_j}{\partial t_j} \]

it naturally go to the low-energy boundary of non-deforming advection:

\[ \frac{\partial (\rho v_j)}{\partial t} + \frac{\partial}{\partial x_j} (\rho v_j v_j) = \rho \left( \frac{\partial v_j}{\partial t} + v_{ij} \frac{\partial v_j}{\partial x_j} \right) = \rho \frac{D v_j}{D t} \]  

Earlier in (Yankova 2015-2018) we have noted, incomplete modes of advection deformed the differential by an individual modification of one or another component. But in a case, when the advection is non-dominant mechanism, there are not conditions of flow deformations. Solution is transferred as a whole.

The advective rings in the disk packed the plasma and radiation and transfer them without any changes in theirs parameters. Exactly the ring is the main carrier of the hidden activity. Advection in self-induction mode is due to the self-gravity and transfer of the electro-
magnetic field. (Iankova 2009, Yankova 2015a, b). It builds straight and feedbacks in the stream. The local warming in a ring is an expression of the direct connection and carries information about the development of the instabilities in dependence from the energetics of the disc. Feedback is an expression of the hidden dependence of the internal structure of the flow by non-linear effects in it.

**Advection in the RS Ophiuchi disk**

In (Yankova and Zamanov 2019) we apply the generalized model of a magnetized accretion disk with non-deforming advection, which preserves the nonlinearity of the problem, to the nova-like accretion disc in RS Ophiuchi. We have determined the corona radius (fig.4), the destruction radius of the disk (fig.3), and its active zone.

Active zone is located in the range \((0.02; 0.3)R_0\), where \(R_0 = 100 R_*\) is the radius of the disk and \(R_*\) the radius of the star. Advection transports the properties of the flow parameters from one area of the environment to the other without deformations (Yankova 2013, Yankova 2015), so that the Plateau in the Luminosity (see Fig.2) indicate the regions \((0.1; 0.3)R_0\) in which the advection conceals the activity and where the activity becomes observable only at \((0.02; 0.1)R_0\).

The advection controls the flow parameters in both parts of the active zone: in the outer active zone the advection controls the local heating and the disc is cooled very well (Figure 1 and Tabl.1). This is consistent with the theoretical precepts for the very large size of the RS Oph accretion disc (King& Pringle, 2009) and the observations of a low-luminosity accretion disc (Mondal et al. 2018). In the inner region the displacement velocity \(v_i(eq.1)\) and \(v_i(eq.3)\) is insufficient to hide the activity. It is sufficient, however, to contribute to the rapid torsion on ML at the pad of the corona. The annihilation of the shortened part of the magnetic arches in this case is so powerful that the inner zona can reach the luminosity of the white dwarf. White dwarf luminosity is \(~1.26 \times 10^{37}\) ergs\(^{-1}\), (Mondal et al. 2018)

In the layer where azimuthal velocity skips over from one Keplerian curve to another – the disc evaporates \((0.011; 0.02)R_0\). There arcs collision due to the impact of the interacting currents (star wind, disk wind and coronal flow) on the arches dynamics. In this sense the corona contribution there is not directly related to the advection. The luminosity in this case is super-Edington \(L \sim 10^{40}\) erg / s, but it differs from the luminosity supernovas \(L \sim 10^{51}\) erg / s with of 5-6 orders of magnitude.

![Figure 1: Distribution of the local heating in the inner regions of the of the RS Oph disk.](image-url)
Figure 2: below: Luminosity distribution function of the inner regions of the RS Oph disk; above: $L_\alpha$ – “distribution” of the on the local orbits

Table 1: Significant values of the local heating and Luminosity

<table>
<thead>
<tr>
<th>$X$ [R$_o$]</th>
<th>$K(x) = \frac{\text{war min } g}{\text{cooling}}$</th>
<th>$L_{id}$ [erg/s]</th>
<th>$L_0$ [erg/s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3</td>
<td>$(3.0\pm0.1)10^{-4}$</td>
<td>$\approx2.10^{17}$</td>
<td>$\approx10^{22}$</td>
</tr>
<tr>
<td>0.1</td>
<td>$(1.7\pm0.1)10^{-2}$</td>
<td>$\approx2.10^{20}$</td>
<td>$\approx4.10^{24}\approx2.10^{4}L_{id}$</td>
</tr>
<tr>
<td>0.08</td>
<td>$(4.0\pm0.5)10^{-2}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.06</td>
<td>$0.14\pm0.05$</td>
<td>$\approx6.10^{23}$</td>
<td>$\approx2.10^{28}\approx3.10^{4}L_{id}$</td>
</tr>
<tr>
<td>0.04</td>
<td>$0.60\pm0.05$</td>
<td>$K_{eff}=L$</td>
<td></td>
</tr>
<tr>
<td>0.03</td>
<td>$1.95\pm0.05$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.02</td>
<td>$10\pm0.1$</td>
<td>$\approx1.5.10^{30}$</td>
<td>$\approx3.10^{36}\approx2.10^{6}L_{id}$</td>
</tr>
<tr>
<td>$\leq0.02$</td>
<td>$L_{cor}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>$83\pm0.6$</td>
<td>$\approx2.10^{32}$</td>
<td>$\approx2.10^{37}$</td>
</tr>
</tbody>
</table>
Figure 3: Condition $v_a^2 \leq (9/4)v_\phi^2$. Ser.1: Distribution of the Alfvén velocity on the RS Oph disk. Ser.2: Distribution of the azimuthal velocity on the RS Oph disk.

Conclusions

In this paper, we used the results of the theoretical model to description of the processes in the nova-like disk. The model is analytical and predicts radial and vertical profiles of all basic physical characteristics of the accretion disc as well as a local survey. Our model may be applied to a large variety of sources such as symbiotic novas, Micro -Quasars; Sleeping Cores and AGN.

Observations of RS Oph show irregular with light variations on timescales of 20yr to a few minutes (Alexander et al. 2011). It cannot be compared to the time required to accumulate to the supernova ~10$^5$yr. We have already proved that the long-run ones are due to the external inflow (Yankova and Zamanov 2019).

Advection mechanism in RS Oph disk can explain the short-lived light variations accompanied by the extreme X-ray variability. Advection catalysts an activity from the
coronas arches collisions. Advective rings which control dynamics in internal orbits and provide the warming of the pad, at RS Oph contribute to form a sharp boundary between the disc and the corona. RS Ophiuchi disk has a very good expressed corona, visible in the observations (Mondal et al. 2018). Probably the corona has subsides periods and therefore it is certain that the dynamics of the arches are not responsible for long-term variability.

References:
http://adsabs.harvard.edu/abs/2018simi.conf...543Y
Yankova Kr., R K Zamanov , 2019, RS OPH – flickering variability in the depending on the rate of accretion, submit.
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Abstract.
A relationship is examined between the height distribution of the transverse magnetic-field component in the lower corona, above the polarity inversion line (PIL), in an Active Region (AR), and the speed of the coronal mass ejection (CME) originating from this AR. A three-dimensional (3D) configuration is calculated for the AR magnetic field in terms of the non-linear force-free approximation. Three CME groups are addressed: fast, intermediate-speed and slow CMEs. It is demonstrated that, on average, the faster the decay rate of the transverse component of the magnetic field above the PIL as height-averaged up to about 0.21 solar radii and along the PIL, the higher the linear projected speed of the CME originating from this AR and recorded within the LASCO field of view.

Introduction
Coronal mass ejections (CMEs) are characterised by a wide spectrum of linear projected velocities V_{lin} in the field of view of LASCO coronagraphs [Gopalswamy N., et al., 2009a]. Their velocity varies from several dozen to over 3000 km/s. Despite the many studies of coronal mass ejections (see review by [Webb D.F., et al., 2012]) and suggested mechanisms of their generation [Chen P.F., 2011], however, the question of what determines the speed of each CME is still to be answered. It was suggested in [MacQueen R.M., et al., 1983] that two types of CMEs exist: flare- and filament eruption-related ones. CMEs of the first group are, on average, faster and feature smaller acceleration than those of the second group. Sheeley N.R. with co-authors [Sheeley N.R., et al., 1999] concludes that, depending on their speed, the CMEs can be subdivided into two classes: (1) ‘gradual’, prominence eruption-related CMEs, with speeds of (400 - 600) km/s, which gradually increases to its maximum in the coronagraph field of view; (2) flare-related ‘pulse’ CMEs, featuring speeds of over 750 km/s even before appearing in the LASCO field of view. Later, it became evident that such classification is not ‘absolute’ (see [Vršnak B., et al., 2005] and references therein): a slow CME can turn out to be a ‘pulse’ one, associated with a flare, while a fast CME can be gradual and associated with a filament eruption. Moreover, both fast and slow CMEs can be accompanied by weak or, vice versa, powerful flares.

Török and Kliem [Török T. and Kliem B., 2007] constructed a model of a force-free flux-rope moving in the external magnetic field with a dipole or quadrupole configuration. Those authors conclude that a fast CME forms if magnetic field tension rapidly decreases with height relative to the photospheric level (characteristic of the quadrupole configuration of magnetic field), while a slow CME forms if it decreases slowly (dipole configuration).

This paper compares the magnetic field decay rate above the AR photospheric field PIL vs V_{lin}, for three groups of CMEs of different - fast, intermediate-speed and slow - velocities. We used the "decay index" \( n = -(h / B_t) \cdot (dB_t / dh) \) [Bateman G., 1978] as a characteristic of the magnetic field decay with height, where B_t is the transverse component of magnetic field, h is the height as counted from the photosphere. A positive trend is shown to exist between the linear mapped CME velocity V_{lin} and the PIL- and height-averaged "decay index" \(<n>_{PIL}\) within the calculation domain.
**Data**

Three CME groups were selected for analysis, 9 events per each: slow CMEs with $V_{lin} = (400 – 600)$ km/s; CMEs with intermediate speed $V_{lin} = (600 – 1300)$ km/s, and fast CMEs with $V_{lin} > 1300$ km/s. Data on the CME properties was taken from the CME catalogue [https://cdaw.gsfc.nasa.gov/CME_list/HALO/index.html](https://cdaw.gsfc.nasa.gov/CME_list/HALO/index.html). To increase accuracy while treating solar images in the extreme ultraviolet channels and measuring magnetic field, we chose ‘halo’-type CMEs with sources within 45° of the solar disk centre. The mapped CME velocity to be measured in this case is essentially the speed, $V_e$, with which the CME extends transversally. There is a dependence between $V_e$ and the CME velocity $V_r$ along its path: $V_r$ grows on average as $V_e$ increases (see [Gopalswamy N., et al., 2009b]), which is why detecting a relation between $V_e$ and $n$ would indirectly confirm the fact that $V_r$ and $n$ are related.

CME formation was studied using multi-wave data obtained by high temporal and spatial resolution instruments Atmospheric Imaging Assembly (AIA) [Lemen J.R., et al, 2012] onboard the Solar Dynamics Observatory (SDO) [Pesnell W.D., et al., 2012]. The AIA instruments produce full-disk images of the corona and the transition region up to RS (RS is the solar radius) above the solar limb, at a spatial resolution of 1.5 arcseconds and time resolution of 12 seconds. To detect various manifestations of solar activity, we used observations at several spectral channels: 94 Å, 304 Å, 171 Å, 193Å, 211Å and 131 Å. To detect the frontal structure (FS) for each CME under study we used difference images of the Sun, in the above spectral channels of the AIA. Additional information on the properties of the ARs where we observed the formation of the CMEs and related flares was taken from the website [https://solarmonitor.org/](https://solarmonitor.org/).

For 3D calculations of the magnetic field above the PIL in the AR, we used vector measurements of photospheric field by the Helioseismic and Magnetic Imager (HMI) [Schou J., et al, 2012] onboard the SDO. The pixel size of the registering matrix of this instrument =0.5 arc seconds, the time resolution ≈12'. We used HMI data, in which magnetic field measurements were corrected for the $\pi$-ambiguity of the transverse component of the field. The vector measurements of magnetic field allowed three components of the photospheric magnetic field to be found: $B_x$, $B_y$ (horizontal components) and $B_z$ (vertical component). 3D calculations of the field were based on the non-linear force-free field (NLFFF) approximation.

This study used an effective implementation of the optimisation technique proposed in [Wheatland M.S., et al., 2000] to reconstruct the magnetic field, in the NLFFF approximation. This implementation was detailed in [Rudenko G.V., et al., 2009]. Magnetic field calculations in the NLFFF approximation served to plot the height distributions of the transverse component of magnetic induction $B_y(t) = \sqrt{B_x^2 + B_y^2}$ above the PIL in the AR, up to ~ 0.21 Rs above the photosphere, for all the events examined. Height distributions of the magnetic field decay index $n(h)$ and $\langle n \rangle_{PIL}$ were also plotted above the PIL in each AR. 3D calculations of magnetic field were conducted in a 3D box with a [0.316×0.316] Rs$^2$ basis and height $h = 0.21$ Rs.

**Results**

The findings of our research into the CME properties will be exemplified by the halo CME at 09.03.2012 registered in AR NOAA 11429 as moving at intermediate speed $V_{lin} = 950$ km/s. The main stages of the CME at 09.03.2012 formation are shown in Figure 1: stage I – filament eruption (Figure 1a), stage II – formation of loop-like structures of various scales (Figure 1b), stage III - formation of the FS of the mass ejection (Figure 1c). This sequence of the observed structures is similar to those detected earlier and characteristic of generation of CMEs with various velocities [Fainshtein V.G., et al., 2015; Grechnev V.V., et al., 2016].
Shown in Figure 1d is the profile of the mapped velocity of the CME at 09.03.2012 FS based on UV observations of the Sun, in different AIA spectral channels, as well as on LASCO data. Note one feature of the CME kinematics: the mass ejection is observed to move at maximum speed in the AIA 171 Å and 193 Å channels, even before it enters the LASCO coronagraph field of view.

Figure 2 is a magnetogram of AR NOAA 11429, where the CME at 09.03.2012 was observed to be forming. This image shows a 2D distribution of the magnetic field radial component, \( B_r \). Areas of higher values of \(|B_r|\) are distinct, where the light-colored sites correspond to \( B_r > 0 \), dark-colored ones to \( B_r < 0 \). The yellow line in Figure 2 indicates the main PIL of the photospheric magnetic field (where \( B_r = 0 \)) in the AR under study. Small-scale segments with sizes equal to the spatial resolution of the HMI are numbered in the PIL - over these segments we plotted the radial distributions of the field transverse component \( B_t(h) \) and "decay index" vs height \( n(h) \). The circle highlights the AR area with the PIL where we identified the CME at 09.03.2012 formation source. Magnetograms with the PIL...
Fig. 2 AR NOAA 11429 magnetogram (at the bottom right) with the PIL and numbered small-scale areas. The radial distributions of the field transverse component $B_t(h)$ and "decay index" $n(h)$ above these areas are plotted in the right-hand panels.

$B_t(h)$ and "decay index" distributions vs height $n(h)$ were obtained analogously for all the CMEs under study.

Also shown in Figure 2 are the height distributions of $B_t(h)$ and $n(h)$ above the different small-scale segments of the PIL numbered 1 to 8. After averaging the "decay index" along the highlighted segment of the main PIL of the AR photospheric field and up to $\sim 0.21 \, R_S$, we obtained the average value of the magnetic field decay with height, $<n>_{\text{PIL}} = 2.642$.

It can be seen in Figure 2 that the field component $B_t(h)$ decreases monotonously above certain small-scale segments on the PIL, while local extrema are observed in the $B_t(h)$ distribution, above other segments. The behaviour of $n(h)$ above all numbered small-scale PIL segments is complex in character: non-monotonous variations, local maxima and minima are observed. Such a complicated variation of the "decay index" with height appears to reflect the complex 3D structure of the magnetic field above the PIL, including a series of loop-like structures and coronal arcades of various scales located one above another in height.
Finally, a $<n>_{\text{PIL}}$ vs $V_{\text{lin}}$ plot is shown in Figure 3. The $V_{\text{lin}}$ relationship with $<n>_{\text{PIL}}$ obviously demonstrates a positive trend, according to which the projected linear velocity $V_{\text{lin}}$ of the CME also increases, on average, as $<n>_{\text{PIL}}$ increases (the correlation coefficient $\rho = 0.68$).

The circle in Figure 3 highlights the value of the 09.03.2012 CME velocity $V_{\text{lin}} = 950$ km/s based on the CME catalog data. At the same time, the red point in this figure indicates the maximum velocity of this CME, $\sim 1500$ km/s, in the picture plane (see Figure 1d). In future, we plan to use the AIA telescope data to find the maximum velocities $V_{\text{max}}$ for all the CMEs in question. We expect that the correlation coefficient of the of $V_{\text{max}}$ relationship with $<n>_{\text{PIL}}$ will be higher than that for the $V_{\text{lin}}$ relationship with $<n>_{\text{PIL}}$.

![Fig. 3. Linear mapped CME velocity $V_{\text{lin}}$ vs "decay index" $n$, as averaged along the PIL in the AR and over height from the photosphere up to $\sim 0.21 R_S$, denoted as $<n>_{\text{PIL}}$.](image)

**Conclusions**

Coronal mass ejection (CME) formation processes and the relationship between the CME linear mapped velocity $V_{\text{lin}}$ in the LASCO coronagraph field of view and the decay rate of the transverse magnetic-field component above the main polarity inversion line (PIL) of the photospheric field in the AR where the CME originated are studied for three different-velocity CME groups (fast, slow and intermediate-speed). The basic findings can be formulated as follows:

1. For most events, CME formation has been found to involve the following stages: filament eruption, formation of a group of loop-like structures, and formation of the frontal structure of the CME. Based on the example of one event it is shown that the temporal profile of the mapped speed of the coronal mass ejection is characterised by an increasing speed, reaching a maximum before entering the LASCO C2 field of view, and later decreasing.

2. Above most segments of the main PIL of the AR, the transverse magnetic-field component is shown to decrease, the rate of field decay with height (characterised by the decay index $n = -(h/B_i) \cdot (dB_i/dh)$ varying nonmonotonously above various PIL segments, including several local maxima and minima. This suggests a complex magnetic structure of the field above the PIL. There were no significant differences.

3. A positive trend has been found between $<n>_{\text{PIL}}$ and linear mapped velocity $V_{\text{lin}}$: $V_{\text{lin}}$ increases on average with increasing $<n>_{\text{PIL}}$. Here, $<n>_{\text{PIL}}$ is the decay index $n$ averaged along the PIL and over height, within the calculation domain (up to $h \sim 0.21 R_S$).
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Abstract.
This study presented the global and mid-latitude ionospheric response to three geomagnetic storms occurred in January 2005: the first one on 7-8 January, the second one on 17-19 January, and the last one on 21-22 January. This period has been selected, because no major sudden stratospheric warming (SSW) occurred during this month and according to many scientists this winter is represented as an example of a background reference case corresponding to a 'normal' year. Therefore, the observed ionospheric response to the considered geomagnetic storms could be attributed mainly to the external forcing. The reaction is explored by considering N(h) profiles registered by manually scaled ionosonde measurements at station Sofia, which are used for calculating the total electron content (TEC) up to the F2-layer maximum (bottom-TEC). The full-TEC data are provided by the Center for Orbit Determination of Europe (CODE)-Bern, for the nearest point to Sofia. The basic aim of this work is to compare in detail the temporal variability of the full-TEC with bought that below (bottom-TEC) and up (top-TEC) the F2-layer maximum for each of the considered geomagnetic storms. It is found that for all investigated geomagnetic storms in January 2005 the bottom-TEC is considerably different from bought top-TEC and full-TEC.

Introduction
Geomagnetic storms are associated with high-speed plasma injected into the solar wind from coronal mass ejections or coronal holes that impinges upon Earth's geomagnetic field. The ionospheric structure and variability are related to changes in solar radiation and geomagnetic activity, together with the subsequent response of the thermosphere-ionosphere system (Roble, 1995). The ionosphere also varies in response to neutral winds (Schunk et al., 2009), electrodynamical coupling with the overlying plasmasphere and magnetosphere (Huba et al., 2005), and dynamical coupling with the underlying atmosphere particularly effective during low solar activity conditions (Mendillo et al., 2002; Rishbeth, 2006). It is well known that during geomagnetic storms the dynamics, electrodynamics and chemistry of the atmosphere-ionosphere system are modified on a global scale and cause positive and/or negative phases of ionospheric response. The latitude and longitude, season, as well as the both storm onset time and maximum are the main factors which define the positive/negative response (Mukhtarov et al., 2013a; Mukhtarov and Bojilova, 2017).

Three main reasons have been proposed to explain the observed storm phases: thermospheric composition changes, neutral wind perturbations and the electric fields of magnetospheric origin (Mendillo, 2006). The total electron content (TEC) is one of the particularly important physical quantities of the ionosphere. The main reason for the TEC importance is that the trans-ionospheric radio signals, used by the Global Navigation Satellite Systems (GNSS), may experience quite large range errors and these errors are proportional to the integral of the electron density along the ray path, i.e. proportional to slant TEC. It is measured by TEC Unit (TECU) as one TECU is equal to 1016 electrons/m2. Therefore the ionospheric effect has become the largest error source in GNSS positioning, timing and navigation. The geomagnetic storms significantly change the ionosphere especially the electron density and its vertical distribution, as well as the total electron content (TEC). The
serious problems in the ground-based HF radio communications during negative ionospheric storm are caused because the electron density and TEC decrease much below their "quiet-time" levels. The positive ionospheric storms in which electron density and TEC increase much above their "quiet-time" levels can cause serious problems in satellite communication and navigation. Because the GPS signals are used by wide range of applications, any geomagnetic storm event which makes GPS signal unreliable could have significant impact on the society. That is why a detailed study of the ionospheric response to forcing from above and below is among the important mission of the ionosphere studies.

The idea of this study is to compare the temporal variability of the full-TEC with below (bottom-TEC) and up (top-TEC) the F2-layer maximum for each of the considered geomagnetic storms in January 2005. It is found that for all cases examined in this study the bottom-TEC is considerably different from bought the top-TEC and the full-TEC. An explanation of the main mechanisms responsible for the observed difference has been proposed.

**Data**

The geomagnetic activity is described by the planetary Kp-index is received from: https://omniweb.gsfc.nasa.gov/. The TEC values for the nearest point to Sofia are obtained by the Center for Orbit Determination of Europe (CODE) at Astronomical and Physical Institutes of the University of Bern: ftp://ftp.unibe.ch/aiub/CODE/. The reason for using the closest to Sofia point with coordinates (42.5°N, 25°E) is that the TEC data have a grid spacing of 5° x 2.5° in longitude and latitude. The N(h) profiles up to the F2-layer maximum are derived from the manually scaled ionograms (Mukhtarov et al., 2013b) of the ionosonde station Sofia-SQ143 (42.4°N, 23.2°E). The considered quantity bottom-TEC in this paper is defined as an integral of the electron density profile while the top-TEC is the difference between the full-TEC and the bottom-TEC. The TEC response to the geomagnetic storms is described by relative deviations of the considered all three quantities (the top-TEC, bottom-TEC and full-TEC) from their stationary diurnal course.

**Results**

The first geomagnetic storm occurs on 7-8 January 2005 and the TEC response is presented in Fig. 1. In order to have a general idea of what the global response to this storm is Fig. 1a presents the latitude-time cross-section of the relative TEC at a longitude of 25°E for the period of 7-10 January. This storm begins in the late hours on 7 January and slightly after the midnight on 8 January the Kp-index reaches to ~ 7.5-8 (see Fig. 1c). Then a clear positive response is seen for all latitudes as the relative TEC is the largest at around 60°N. The summer Southern Hemisphere (SH) reacts predominantly negatively after the midnight on 8 January Fig. 1a. Such negative TEC response is typical for geomagnetic storms in summer (Pancheva et. al., 2016). The TEC response in the Northern Hemisphere (NH) is more complex (Fig. 1a). After the positive response seen at all latitudes in the late hours on 7 January it follows a negative response which can be traced only between 15°N and 50°N. At the same time a positive response is formed that is seen first at equatorial latitudes and later with some time delay it appears at mid-latitudes during the day-time on 8 January when the Kp-index is below 5 (see Fig. 1c). While the positive response at high-mid latitudes during the late hours on 07 January is apparently associated with the direct ionization under the action of the charged particle precipitations into the night-side of the Earth’s atmosphere the positive response during the day-time conditions is probably connected with electrodynamic effects. After the decay of the positive response during the afternoon hours on 8 January a long duration negative TEC reaction has been established (Fig. 1a); the latter is related to the change of the [O] / [N2] ratio. Fig. 1b shows the relative values of the full-TEC (upper plot), top-TEC (middle plot) and bottom-TEC (bottom plot) for the period of 7-10 January. The
bottom plot of Fig. 1c displays the Kp-index for the considered period. Considering the variability of the relative TEC (Fig. 1b) it is seen that all three quantities have first a positive response that is followed by a negative and then again a positive response. The largest changes of the relative values are as follow: (i) from -0.6 to +0.6 for the full-TEC; (ii) from -0.5 to +0.5 for the top-TEC, and (iii) from -0.8 to +1 for the bottom-TEC. These results clearly reveal that the bottom-TEC ionospheric changes are larger than those of both the top-TEC and the full-TEC.

Fig. 1 (a) Global latitude-time cross section of the relative TEC; (b) temporal variability of the relative values of: the full-TEC (upper plot), top-TEC (middle plot), and bottom-TEC (bottom plot), and (c) Kp-index during the period of 7-10 January.

Fig. 2 is the same as Fig. 1 but presents the TEC response to the second geomagnetic storm; the period of 17-20 January is considered. This storm is different from the first one; it is without a sudden commencement and is significantly longer, more than 2 days. Fig. 2a shows the positive responses at latitude of 60°N during the early morning hours on 17 January when the geomagnetic activity, described by the Kp-index, is still lower than 5. Positive anomalies are seen also during the night-time hours of 17/18 and 18/19 January when the Kp-index varies between 6 and 7. It is worth noting that the large values of the night-time relative TEC at high latitudes are a result of the increase of the very low night-time TEC values in conditions close to a polar night. The relative TEC in the SH during the second half of 17 January reveals a positive response however after a midnight a negative response is observed that propagates from the polar latitudes to the equator; this is typical feature for the TEC response to the summer geomagnetic storms. The TEC response in the tropical and middle latitudes of the NH on 17 and 18 January, presented in Fig. 2a, is predominantly positive one.
Two impulses of the negative response are seen during the first half of January 19, however while the first one ranges between 15°N and 50°N the second one is only between 40°N and 50°N. The stable negative response appears during the night hours of 19/20 January ranging at tropical and mid-latitudes. The long duration of this storm accompanied by a significant amount of energy introduced in the Earth’s atmosphere together with the increased inertia (Mukhtarov et al., 2013; Mukhtarov et al., 2018) defines a considerable time of the ionosphere recovery. The relative values of the three characteristics: full-, top- and bottom-TEC, shown in Fig. 2b, demonstrates positive anomalies on January 18 as the response is the strongest for the bottom-TEC, ~2.2 above the median one. Further, while the full- and top-TEC show two positive peaks the bottom-TEC reveals three peaks. Similarly to the first storm here also, the temporal variability of the relative bottom-TEC is quite different from those of the full- and top-TEC.

![Relative TEC 17-20 Jan](image)

**Fig. 2** The same as Fig. 1 but for the period of 17-20 January 2005

Fig. 3 presents the ionospheric response to the third geomagnetic storm that occurs on 21-22 January. This storm has approximately the same intensity as the previous two storms but has a short duration similarly to the first storm, 7-8 January. A short positive response at 60°N (Fig. 3a), coinciding with the onset of the storm, is analogous to the same phenomenon in other storms and is caused by the particle precipitations in the polar oval, i.e. direct ionization. In the SH after the evening hours on January 21 a homogeneous negative response is established. In the NH (Fig. 3a) however the TEC response strongly depends on the latitude. An initial positive response is observed at latitudes lower than 40°N while at high-mid latitudes the response is negative. After midnight all latitudes between the equator and 50°N
demonstrate a negative response; only a short-term positive reaction occurs around noon. The observed complex response, particularly of the mid-latitude ionosphere, is probably related to the incomplete recovery of the previous storm leading to the overlapping of the positive and negative reactions due to different mechanisms acting simultaneously. As a result, this winter-time TEC response appears to be different from the winter-time response of the previous two storms considered in this study, revealing strongly expressed latitudinal dependence of the reaction sign. The relative values of the full-, top- and bottom-TEC for the period of 21-23 January is shown in Fig. 3b. Similarly to the previous two storms here again the bottom-TEC reveals the largest changes (from -0.8 to 0.6) compared to the full- (from -0.5 to 0.2) and top-TEC (from -0.4 to 0.3).

Fig. 3 The same as Fig. 1 but for the period of 21-23 January 2005

Conclusions

In this paper we have presented the global and mid-latitude ionospheric TEC response to three, moderate to intensive, geomagnetic storms occurred in January 2005. The following common pattern of the TEC anomalies is found: (i) there is a positive reaction in the winter during the initial phase of the storm that is most pronounced in day-time; (ii) during the storm with a longer duration (as that in 17-19 January) the positive anomaly continues over two days; (iii) the negative TEC response in the winter is observed during the recovery phase of the storms and after their completion; (iv) the response of the summer TEC is predominantly negative to the considered storms, and (v) the global distribution of the relative TEC during the three storms considered in this work, show the greatest positive response around 60°N.
The comparison between the top- and bottom-TEC over Sofia has been presented also. It has been found that the bottom-TEC response is significantly larger than that of the top-TEC for all three geomagnetic storms. The comparison between the top- and bottom-TEC over Sofia has been presented also. It has been found that the bottom-TEC response is significantly larger than that of the top-TEC for all three geomagnetic storms. The auroral heating during the geomagnetic storms can alter the mean global circulation of the thermosphere. Whereas for quiet conditions there is a general upwelling in the summer hemisphere flow toward the winter one at higher levels, and downwelling in the winter hemisphere, the storm-time heating adds a polar upwelling and equatorward flow in both hemispheres. During the winter the disturbed flow usually reverses the poleward one coming from the summer hemisphere and producing in this way two circulation cells which are situated below the F2-maximum. This process seriously affects mainly the vertical and meridional wind velocities which disturb mainly the ionosphere below the F2-maximum. The increased downwelling at midlatitudes moves the air into regions of increased pressure, and produces compressional heating, i.e. the neutral temperature at midlatitudes changes and affects loss and production rates. During winter downwelling of the poleward wind from the summer hemisphere air with low concentrations of molecular species, i.e. reach of atomic oxygen, is carried downward. This leads to a decrease of the loss rate and an increase of production rate. The temperature and composition effects determine the large positive TEC response seen on 7-8, 17-18 and 22 January 2005. It is worth noting also that usually the molecular-rich air at high latitudes carried by the equatorward circulation cannot reach latitudes lower than 50°N. This is another reason explaining why the ionospheric response over Sofia in the winter is predominantly positive one.
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Abstract

The paper presents the solar modulation of the long-term galactic cosmic rays (GCR) dose rates variations, observed experimentally during 14 space experiments by 10 Bulgarian build Liulin type spectrometers-dosimeters, which worked in the Earth and interplanetary radiation environment between 1991 and 2019. In July 2019, two of the instruments are still operable: Liulin-MO is on the ESA-Roscosmos ExoMars-TGO in 400 km circular orbit around Mars (Semkova et al., 2018) and Liulin-Ten-Koh on the Japanese satellite Ten-Koh at about 620 km circular orbit around the Earth (Okuyama et al., 2019; Fajardo et al. 2019; Dachev et al., 2019 in this issue).

Introduction

There are two sources of primary ionizing radiation in the heliosphere - galactic cosmic rays (GCR) and high fluxes of charged particles emitted during sporadic but intense solar flares and coronal mass ejections (CME) named solar energetic particles (SEP). In low Earth orbit (LEO), energetic electrons and protons trapped in the geomagnetic field that make up the Earth’s radiation belts are the third source. In LEO a fourth source, albedo neutrons and protons, is also encountered (Benton and Benton, 2001).

The experimental observations of the solar modulation of cosmic rays in the heliosphere is the main topic of the paper. The existing Liulin type instruments GCR dose rate data, averaged at L values between 4 and 6.2 in LEO and during two flights outside the Earth magnetosphere from 1991 to 2019 are compared with the monthly averaged values of the Oulu Neutron monitor count rate data (http://cosmicrays.oulu.fi/).

Material and methods

Liulin instruments description

A Liulin-type spectrometer (LTS) usually contains one semiconductor detector, one charge-sensitive pre-amplifier, a fast 12-channel analogue-to-digital converter (ADC), a discriminator, a real-time clock, two or more microcontrollers and a flash memory (Dachev et al., 2002). Different modifications of the LTS use additional modules such as visual and UV-sensitive photodiodes, temperature sensor, GPS with antenna and receiver, display, multimedia card or SD cards.

The microcontrollers through specially developed firmware managed the device. Plug-in links provide the transmission of the data stored on the memory towards the standard personal computer (PC) or towards the telemetry system of the carrier.

A computer program in the PC is used for the full management of the LTS through a standard serial/parallel or USB communication port. The same program stores the full data sets on the satellite telemetry system or PC and visualizes the data for a preliminary analysis.

The different instruments used different power supplies.

Dose rate calculation procedure

A system international (SI) determination of the dose is used to calculate the absorbed dose in the silicon detector. The dose in SI is the energy in Joules deposited in one kilogram of a matter. The following equation relates the dose to energy loss and detector mass:

\[ D = \frac{\Delta E}{m} \]
where $MD$ is the mass of the detector in kg, $N_i$ is the number of the pulses registered in channel “$i$”, $E_i$ is the deposited energy (in Joules, known through the calibration of the detector) corresponding to channel “$i$”.

Recently, Dachev (2017) published a comprehensive description of the R3DR2 instrument and its calibration. Therefore, we will skip those details. Other LTS are identical to the R3DR2.

**Radiation sources selection procedures**

The following three primary radiation sources were expected and recognized by the data selection procedures designed for the Liulin spectrometers (Dachev, 2009):

(i) Globally distributed primary Galactic Cosmic Rays (GCR) particles and their secondary products;

(ii) Inner radiation belt (IRB) protons in the region of the South-Atlantic anomaly (SAA);

(iii) Relativistic electrons and/or bremsstrahlung in the high latitudes of the satellite orbits, where the other radiation belt (ORB) is situated.

Dachev et al. (2012) described the first selection procedure based on Heffner’s formulae (Heffner 1971). During the measurements with the R3DR2 instrument, few solar energetic particles (SEP) events were observed. That is why the selection procedure was upgraded (Dachev et al. 2017). As results, the SEP source was recognized in the International space station (ISS) data. Together with the real SEP particles, a low flux of what were likely to be mostly secondary particles (SP) (protons, neutrons and heavier than $H^+$ ions), some of them associated with detector interactions, were also found in the data.

### Table 1

<table>
<thead>
<tr>
<th>No</th>
<th>Carrier name</th>
<th>Experiment name</th>
<th>Orbit [deg]</th>
<th>Inclination</th>
<th>Estimated shielding [g cm$^{-2}$]</th>
<th>Time (dd/mm/yyyy)</th>
<th>Time END (dd/mm/yyyy)</th>
<th>Number of meas.</th>
<th>Average characteristics</th>
<th>External view</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>MIR SS, LIULIN</td>
<td>51.8°, &gt;20°</td>
<td>02/01/1991</td>
<td>(Dachev et al., 1989)</td>
<td>30/12/1991</td>
<td>52,808; 10; &gt;4&lt;6.2°</td>
<td>398°</td>
<td>0.69° 9.61°</td>
<td>2.462°</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>ISS, Liulin-094</td>
<td>(MDU-1), 51.8°, &gt;20°</td>
<td>11/05/2001</td>
<td>(Dachev et al., 2002)</td>
<td>25/07/2001</td>
<td>6.411; 30° &gt;4&lt;6.2°</td>
<td>403°</td>
<td>1.56° 6.07°</td>
<td>1.070°</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>ISS, Liulin-094</td>
<td>(MDU-2), 51.8°, &gt;20°</td>
<td>11/05/2001</td>
<td>(Dachev et al., 2002)</td>
<td>25/07/2001</td>
<td>6.410; 30° &gt;4&lt;6.2°</td>
<td>403°</td>
<td>1.84° 6.91°</td>
<td>1.063°</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>ISS, Liulin-094</td>
<td>(MDU-3), 51.8°, &gt;20°</td>
<td>11/05/2001</td>
<td>(Dachev et al., 2002)</td>
<td>25/07/2001</td>
<td>6.755; 30° &gt;4&lt;6.2°</td>
<td>403°</td>
<td>1.98° 6.67°</td>
<td>0.967°</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Foton-M2 satellite, R3D-B2</td>
<td>60°, 1.75°</td>
<td>01/06/2005</td>
<td>(Hader et al., 2000)</td>
<td>11/06/2005</td>
<td>900; 60° &gt;4&lt;6.2°</td>
<td>283°</td>
<td>2.34° 7.84°</td>
<td>0.059°</td>
<td></td>
</tr>
</tbody>
</table>
Table 1 (continued)

<table>
<thead>
<tr>
<th>No</th>
<th>Instrument Details</th>
<th>Dates</th>
<th>GCR Energetic (MeV)</th>
<th>GCR Dose Rate (µSv/h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4a</td>
<td>Foton-M3, satellite, R3D-B3, 65°, 0.71°</td>
<td>14/09/2007 - 26/09/2007</td>
<td>918, 60, &gt;4 &lt;6.2</td>
<td>278, 3.04, 10.70, 1.004</td>
</tr>
<tr>
<td>5a</td>
<td>Foton-M3, satellite, Lulin-Photo, 62°, 5°</td>
<td>14/09/2007 - 26/09/2007</td>
<td>955, 60, &gt;4 &lt;6.2</td>
<td>278, 2.83, 10.82, 1.064</td>
</tr>
<tr>
<td>6a</td>
<td>HotPay2 rocket, Lulin-R, Apogee at 14.04°E, 70.6°N, --&gt;20</td>
<td>31/01/2008 - 31/01/2008</td>
<td>1.30, 4.4</td>
<td>377, 1.95, 10.18, 1.452</td>
</tr>
<tr>
<td>7a</td>
<td>ISS, R3DE, 51°.8°, 0.3°</td>
<td>22/02/2008 - 22/06/2008</td>
<td>107, 900, 10, &gt;4 &lt;6.2</td>
<td>353, 3.23, 11.51, 1.053</td>
</tr>
<tr>
<td>8a</td>
<td>Chandrayaan-1,- satellite, RaDom, Moon-counter, 0.45°</td>
<td>29/10/2008 - 07/11/2008</td>
<td>52,688, 10, 230,526</td>
<td>3.08, 12.57, 1.134</td>
</tr>
<tr>
<td>9a</td>
<td>ISS, R3DR, 51.8°, 0.3°</td>
<td>20/02/2010 - 20/08/2010</td>
<td>27,062, 10, &gt;4 &lt;6.2</td>
<td>368, 2.89, 11.38, 1.060</td>
</tr>
<tr>
<td>10a</td>
<td>BION-M No. 1, satellite, R3D-B3, 65°, &gt;20°</td>
<td>19/04/2013 - 13/05/2013</td>
<td>6,442, 60, &gt;4 &lt;6.2</td>
<td>567, 2.83, 9.43, 0.955</td>
</tr>
<tr>
<td>11a</td>
<td>Foton-M No. 4, satellite, R3D-B3, 65°, &gt;20°</td>
<td>18/07/2014 - 31/08/2014</td>
<td>5,997, 60, &gt;4 &lt;6.2</td>
<td>395, 2.19, 7.76, 0.969</td>
</tr>
<tr>
<td>12a</td>
<td>ISS, R3DR2, 51.8°, 0.3°</td>
<td>25/10/2014 - 10/01/2016</td>
<td>322,709, 10, &gt;4 &lt;6.2</td>
<td>417, 1.9, 7.1, 1.083</td>
</tr>
<tr>
<td>13a</td>
<td>ExoMars Trace Gas-Oberon TGO, Lulin-MO, transt-Mars, 70°</td>
<td>22/04/2015 - 15/09/2018</td>
<td>216, 360</td>
<td>75,880, 68</td>
</tr>
<tr>
<td>14a</td>
<td>Tan-Koh satellite, Lulin-Tan-Koh, 97.8°, &gt;10°</td>
<td>29/10/2015 - 16/01/2019</td>
<td>12,296, 2, &gt;7</td>
<td>610, 2.71, 12.68, 1.201</td>
</tr>
</tbody>
</table>

Dachev (2009) and Dachev (2017) published a comprehensive explanation of the LTS instruments radiation sources selection procedures and associated with them shapes of the deposited energy spectra.

**Results for the GCR dose rate distributions**

A total of 10 different space instruments were developed, qualified and used in 14 space missions between 1988 and 2019 (Dachev et al. 2015a, 2019; Semkova et al., 2018) by the scientists from the Solar-Terrestrial Physics Section, Space Research and Technology Institute, Bulgarian Academy of Sciences (SRTI-BAS). GCR variations data from 1991 to 2019, observed during 14 experiments in space are used. The last column of Table 1 presented the external view of the 10 LTS used. Table 1 summarizes the information, concerning the different experiments.
Fig. 1 Long-term variations of the averaged dose rates observed in the L range between 4 and 6.2 (black and dark-green points) or outside the magnetosphere and outside the vehicle (blue triangles) during 14 Liulin-type experiments between 2001 and 2019. The Liulin data are compared with the monthly averaged values of the Oulu Neutron monitor count rate.

Figure 1 presents the long-term variations of the averaged dose rates observed during 12 Liulin type experiments in the L range between 4 and 6.2 outside or inside (black and dark-green points) the vehicle. In addition, the 2 experiments measured outside the magnetosphere are shown by blue triangles. The total of 14 LTS experimental data are compared with the monthly average Oulu neutron monitor (NM) count rate.

First data in Fig. 1 are from LIULIN (Dachev et al., 1989) instrument in 1991. These are the largest continues amount of LIULIN data, in comparison with more sporadic data obtained in 1989-1990 and 1992-1994. Major finding in the monthly averaged Liulin data in Fig. 1 is the strong decrease of the dose rates in June 1991, connected with the lowest Oulu NM count rates for the whole period.

The LIULIN instrument used voltage to frequency converter (VFC) and the threshold sensitivity was 83 keV. All data from other 13 experiments used Amplitude to digital converters and the threshold sensitivity is 40 keV.

Nevertheless that different calibrations were performed with LIULIN (Dachev et al., 1998), the final coefficient for the transformation of the pulse rate from the VFC to dose rate was overestimated. To match better the LIULIN data in Fig. 1 with other observations, we modify them by subtraction of 5-µGy h⁻¹ from the values calculated with the overestimated transformation coefficient. No other instrument values in the paper were modified.

Second data set of 4 dark-green points in Fig. 1 is from Liulin-E094 system, which consists of four mobile, battery operated, dosimetry units (MDU) and one control and interface unit (pls. see the picture in road 2.1 of Table 1.). The 4 MDUs worked with 30 sec exposition at different positions inside the American laboratory module and Node-1 of ISS between 11 May and 25 August 2001 (Dachev et al., 2002, Reitz et al., 2005; Nealy et al., 2007; Wilson et al., 2007; Slaba et al., 2011; Badavi, 2014). The MDU position was changed in average once per 5 days. Each of the 4 points in Fig. 1 represent the averaged GCR dose rate value from all data in the interval from 11 May to 25 August 2001.
The R3D-B2 instrument black point presents the averaged GCR dose rates measured inside the ESA BIOPAN-5 facility (http://www.spaceflight.esa.int/documents/foton/exposure-experiments.pdf), outside the Russian recoverable Foton-M2 satellite between 1\textsuperscript{st} and 12 of June 2005 (Häder et al., 2009).

R3D-B3 and Liulin-Photo, instruments GCR dose rate point is obtained inside the ESA BIOPAN-6 facility, outside the Russian recoverable Foton-M3 satellite by averaging of all GCR data between 14 and 26 of June, 2007 (Damasso et al., 2009). The Liulin-Photo instrument was situated inside the satellite. The measured GCR dose rates are higher than dose rate in R3D-B2 point in Fig. 1 because the smaller solar activity and respectively higher GCR flux in the heliosphere (Potgieter, 2013).

Next point in Fig. 1 is obtained at the apogee of the HotPay2 rocket (http://www.spaceflight.esa.int/pac-symposium2009/proceedings/papers/s3_26surd.pdf) with Liulin-R instrument. The apogee occurred at 377 km altitude at point with geographical coordinates (14.04°E, 70.67°N) at L=4.4.

R3DE instrument was installed in the ESA EXPOSE-E facility (http://eea.spaceflight.esa.int/attachments/spacestations/ID50377352548f5.pdf) outside ESA Columbus module of the ISS. The monthly averaged GCR dose rate data in Fig 1 covered the time interval between 22 February 2008 and 1 September 2009 (Dachev et al., 2012a). Being deeply shielded by the surrounding heavy ISS, Columbus and EXPOSE-E facilities the R3DE instrument GCR dose rate data was contaminant by the secondary radiation, generated in the shielding materials. That is why the R3DE GCR points are spread in relatively broad values range.

The RADOM instrument worked outside the Indian Chandrayaan-1 satellite between October 22 2008 and August 29 2009. The Chandrayaan-1 spacecraft rose to moon rendezvous orbit by five consecutive in-plane perigee maneuvers to achieve the required 386,000 km apogee that placed it in a lunar transfer trajectory. The average dose rate of 12.57 \(\mu\)Gy h\(^{-1}\), used in this paper, was obtained between October 29, and November 7, 2008 from more than 52,000 measurements in the altitudinal range between 88,605 and 357,678 km from the Earth and can be considered as free space value (Dachev et al., 2011).

The EXPOSE-R facility, hosted the R3DR instrument (Dachev et al. 2015) in the period from March 11, 2009 to August 20, 2010 outside of the Russian “Zvezda” module. The R3DR instrument data cover 2 periods – from March to June 2009 and from January to August 2010. Only the second period monthly averaged GCR R3DR data points are presented in Fig. 1. The highest monthly averaged point in Fig. 1 by 12.5 \(\mu\)Gy h\(^{-1}\) was observed in February 2010, while the highest Oulu NM count rates was found in December 2009.

Next point in Fig. 1 is the averaged GCR dose rate was obtained inside the Russian recoverable “BION- M” No.1 satellite by RD3-B3 battery operated spectrometer between April 19 and May 13, 2013 (Dachev et al., 2014).

The averaged GCR data point obtained with the same RD3-B3 battery operated instrument inside the Russian recoverable “Foton-M” No.4 satellite between July 18 and September 1, 2014 is the next point in Fig. 1.

The monthly averaged GCR dose rate data from R3DR2 instrument, measured in the EXPOSE-R2 platform outside the Russian “Zvezda” module from October 24, 2014 to January 11, 2016 (Dachev et al. 2017a), form the “V” structure of points in Fig. 1, which contain the solar cycle 24 maximum seen with the minimum of the Oulu NM monthly average counts in March 2015. In same month, the R3DR2 GCR dose rate minimum is observed. This is the third solar cycle maximum in Fig. 1 after the first in 1991 and second in 2004. It is remarkable that the measured GCR dose rates on LIULIN, Liulin-E094 and R3DR2 instruments are proportional to the Oulu NM count rate values.
The R3DR2 instrument is the same as the one that flew in the EXPOSE-R facility from 2009-2010. The latter was named R3DR. The instrument in the EXPOSE-R2 platform has the extension R2 to distinguish between the data from the previous mission.

The Liulin-MO dosimetric telescope was launched on ExoMars trace gas orbiter (TGO) ([http://exploration.esa.int/mars/46475-trace-gas-orbiter/](http://exploration.esa.int/mars/46475-trace-gas-orbiter/)) toward Mars orbit on 16 March 2016. Data obtained during the Mars encounter between 22 April and 15 September 2016 by the first detector of the dosimetric telescope (Semkova et al., 2018) are used in this study. They are similar to the data from all other instruments data. Liulin-MO data are seen in Fig. 1 as a rising series of points a bit higher than the expected position.

The Liulin-Ten-Koh instrument (Okuyama et al., 2019; Fajardo et al. 2019) is working since October 29, 2018 inside the construction of the Charged Particle Detector (CPD) developed at the Prairie View A&M University, and NASA Johnson's Space Center of Houston, TX, USA. CPD is the primary science instrument of the 22-kilogram mass Japanese satellite Ten-Koh, developed in Kyushu Institute of Technology (Okuyama et al., 2019). The Liulin-Ten-Koh point, obtained in January 2019 is the last one in the Fig. 1.

Conclusions

The paper presents the long-term GCR dose rates variations, observed experimentally during 14 space experiments by 10 Bulgarian build Liulin type spectrometers-dosimeters, which worked in the Earth and interplanetary radiation environment between 1991 and 2019. The main conclusion from the analysis of the data is that they follow relatively very well the variations of the Oulu NM count rate data. This paper can be considered, as a preliminary one of another that will study the long term-variations of the flux and the daily dose rate.
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Abstract.
From 1998 up to present time in monitoring regime the observations of power radio sources were carried out on the radio telescope URAN-4 at the two frequencies 20 and 25 MHz with using radiometers and digital registration of data. The aim of the observation program is to investigate the flux variability of four cosmic radio sources 3C144, 3C274, 3C405, 3C461. In general this variability associated with ionosphere influence on propagating radio waves. Thus our observations are the radio astronomy method of ionosphere sounding. Measurements of the fluxes were consisted in that several passages of each radio source through radio telescope direction pattern for several hour angles were observed near culmination time during one day. During observation interval hundreds of thousands of radio sources records were accumulated. To process such volume of data the procedure was developed and computer program was composed which was allowed to obtain characteristic parameters for each record. In this report information about real observation intervals and quality of the observation material is presented. The procedure of processing of original observations, getting of flux densities and parameters of ionosphere scintillations and the organization of results keeping are discussed. Data applying in ionosphere investigations are cited as an example.

Introduction
Radio telescope (RT) URAN-4 (Figure 1) is the part of the radio interferometer system URAN. Radio interferometer measurements carried out by sessions limited in time therefore for using RT as alone instrument the observation program of power cosmic radio sources was offered with aim to investigate the non-stationarity of their fluxes [Derevyagin V. G. et. al., 2005]. Regular observations of fourth cosmic sources – 3C144, 3C274, 3C405 and 3C461, carried out on RT from 1987 with using radiometers at frequencies 20 and 25 MHz and two polarizations. Influence of ionosphere on propagating from radio source radiation is essential in this range of radio waves. In particular present of compact consistent in angular structure of radio sources caused fluctuations of their fluxes on irregularities of ionosphere plasma, or scintillation effect [Crane R. K., 1977]. In turn the scintillations reflect the state of irregularity structure of ionosphere so in fact they are the component of cosmic weather that induces the interest to investigate this effect.

Fig. 1 Radio telescope URAN-4
Observations: procedure of measurements and processing

Observations on RT URAN-4 were consisted in that several passages of each of 4-th radio sources through RT direction pattern were recorded near the culmination time during day (Figure. 2).

For processing distinct record was separated from day observations. Quality of record was evaluated visually which in general depended from presence of radio interferences and the estimation was assigned in each case:
0 – there are many radio interferences on record and it do not processed;
1 – very good quality of record;
2 – relatively good quality with presence insignificant interferences;
3 – radio interferences are essential but record was processed.

Record intensity was reduced to the level of calibration step that measured in the beginning and in the end of daily observations of radio source. Further theoretical function of direction pattern fitted in record obtained from observations by selection of such parameters as amplitude, shift on time, displacement on intensity axe, skew of side lobes, changing of width on zero level of calibration (Figure 3). Besides the part of record of 16 minutes duration separated near amplitude counting and such parameters of ionosphere scintillations as index, period and spectral index calculated on this part of record. Information that obtained was placed to the text files.

Fig. 2 Sample of the record of radio source 3C274 passages through RT URAN-4 direction pattern on 20 MHz and polarization A during 05.01.2004. The calibration steps are recorded in the beginning and in the end of the graph.

Fig. 3 Fitting of the theoretical function of the RT direction pattern (dashed lines) to record obtained from radio source observations (solid lines).
Time intervals of the observations

There are some time intervals in working of RT URAN-4 those characterized of several systems of data registration:
1) From 1987-1990 regular observations of fourth radio sources carried out by sessions near 10 days during month. Measurements were written to paper tape of self-recorder. Processing was fulfilled manually with ruler.
2) In the 90s first automatical registration was developed that permitted to process of data using computer program but observations carried out very sporadically.
3) Regular measurements on RT began from 1998 and continued up to 2001. During this time new system of automatical measurements and digital registration with time interval 1 s was developed. From 2002 the registration system of observations was upgraded – automatical record of calibration step was appeared and time interval became 2 s. Measurements in such format continued up to April 2007. This data processed by computer program.
4) From 2007 up to 2010 regular observations on RT URAN-4 did not carried out due to technical occasions and were resumed in 2011. In this time next version of system of automatical measurements and digital registration was developed, time interval 1 s. This format uses in present time and new program of computer processing was created for it.

Data of the numbers of radio sources passages through direction pattern for considered time intervals contained in Table 1. Diagram of record's distribution in dependence of their quality are shown on Figure 4 for all time intervals. As a rule records with estimations 1 and 2 take in account in data analyses that consist of about 46% of all records.

Table 1. Number of the records of the radio sources passages through RT direction pattern for several observations intervals

<table>
<thead>
<tr>
<th>No</th>
<th>Time interval, years</th>
<th>Number of records</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1987-1990</td>
<td>8 703</td>
</tr>
<tr>
<td>2</td>
<td>1991-1997</td>
<td>329</td>
</tr>
<tr>
<td>3</td>
<td>1998-2007</td>
<td>198 328</td>
</tr>
<tr>
<td>4</td>
<td>2011-2018</td>
<td>266 608</td>
</tr>
<tr>
<td>Sum</td>
<td>1987-2018</td>
<td>473 968</td>
</tr>
</tbody>
</table>

Fig. 4 Distribution of the number of radio source records obtained during 1987-2018 on RT URAN-4 in dependence of its quality: 0 – record did not processed because there are many interferences; 1 – very good quality; 2 – interferences are not essential; 3 – interferences are essential
Organization of keeping of the observations and the processing results

The vast volume of observation material required to develop an easy-in-use system for data keeping both original data and processing results. Original data are stored on laser discs and in computer memory in the form of binary files and text files from 2011 for one day and one radio source in directories by years and months. Results of observation processing for each radio source for one frequency and one polarization are placed in text files by years in chronological order. Each string of such file contains parameters of one processing record and also time variables that are concerned to this record in different formats from hours to years with fractions for the convenient presentation of data in a graphic form for different meaning intervals. Also it contains the references to files with original data if it is needed. Similar system of data organization allows easy enough to find necessary information and to analyze results.

Studying of the scintillation effect

The studying of the ionosphere scintillation effect can consider as an example of applying radio sources longitude observations in decimeter wave range. As mentioned scintillations on irregularities of ionosphere plasma are essential in this wave range. In view of the variability of the ionosphere state the investigation of behavior of ionosphere scintillation parameters requires longitude observation series. Graph of the seasonal-daily dependence on monthly mean values of index, period and spectral index for radio source 3C405 at frequencies 20 and 25 MHz shown on Figure 5. In spite of significant omissions in data seasonal-daily dependence marks clearly enough. You can note that index and spectral index change in a similar way but scintillation period in antiphase to them. More details about investigation of scintillation effect on RT URAN-4 observations can find in [Lytvynenko O. A., Panishko S. K., 2015, Panishko S. K., Lytvynenko O. A., 2019].

![Graph showing variations of ionosphere scintillation parameters](image_url)

*Fig. 5 Variations of the monthly mean values of ionosphere scintillations parameters on frequency 20 MHz (crests) and 25MHz (circles) during 1998-2018: top graph – index; middle – period; bottom – spectral index*
Conclusions

1. Using monitoring program longitude series of observations of 4-th power cosmic sources (3C144, 3C274, 3C405, 3C461) were obtained at the frequencies 20 and 25 MHz.

2. Automatical digital registration from 1998 by means of the computer processing was allowed to get the values of relative fluxes and ionosphere scintillation parameters of the sources that observed.

3. Keeping system of data with convenient access to original observations and processing results was designed.

4. Longitude measurements enabled the studying of regularity in the behavior of several values for several time intervals in particular the seasonal-daily dependence of ionosphere scintillation index, period and spectral index was derived which cited as an example for source 3C405.
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Abstract.

The aim of our work is to study a possible influence of the solar wind large-scale structure on the substorm appearance. The substorms have been studied basing on the data obtained from SuperMAG and IMAGE networks. Three types of substorms have been considered: two types of the substorms observed at the geomagnetic latitudes higher ~ 70° CGC (“polar” and “expanded” substorms) and the supersubstorms (substorms with SML index < - 2500 nT). Different solar wind types were determined by OMNI data base and the catalog of the large-scale solar wind phenomena. Six basic solar wind types were considered: the high speed streams from coronal holes (FAST); the interplanetary manifestations of coronal mass ejections: the magnetic clouds (MC) or EJECTA; the regions of compressed plasma before these streams – CIR and SHEATH; the slow solar wind (SLOW) streams. It is shown that the distribution of these 3 types of substorms on the different solar wind streams is almost opposite. The “Expanded” substorms are observed during FAST streams, in plasma compression regions (CIR and SHEATH) and sometimes during EJECTA observed against the background of FAST streams. The “Polar” substorms are observed during SLOW streams and EJECTA that occur against the background of a slow stream and sometimes at the end or the beginning of a FAST. The Supersubstorms (SSS) were associated with SHEATH, MC, EJECTA and they almost did not observe during FAST and SLOW streams. Thus, the impact of the different solar wind large-scale structure controls the ground-based substorm type appearance.

Introduction

It is known that solar wind is not inhomogeneous, there are different streams and structures [e.g. Pudovkin M.I., 1996]. The complex large-scale structures of the solar wind can be divided into three main types:
1) Slow solar wind. It is the slow flux of solar plasma above the coronal streamers, with the velocity ~ 300-450 km/s.
2) Quasistationary high speed streams over coronal holes (velocity ~600-1000 km/s). There are recurrent streams with the period of appearance 27 – days. These streams responsible for recurrent geomagnetic disturbances.
3) Interplanetary Coronal mass ejections (CME), which are sources of sporadic high-speed streams and sporadic geomagnetic activity.

These three types of the solar wind vary with their sources on the Sun and interact with each other propagating from the Sun, that result a complex large-scale structure of the solar wind [e.g. Yermolaev Yu.I., et al., 1991]. At the present time different classifications of the solar wind types were developed; one of these is the catalog of large-scale solar wind phenomena [Yermolaev Yu.I., et al. 2009]. It should be noted also that the certain type of the solar wind is characterized by different plasma and field parameters and within certain solar wind type values of these parameters vary only slightly. So, certain solar wind type can be considered as a driver of geomagnetic activity. The purpose of our work is the study of the influence of different types of the solar wind on the geomagnetic disturbances, namely on magnetic substorms.
Data

a) Solar wind types

We defined the solar wind types using the catalog of the large-scale solar wind phenomena (ftp://ftp.iki.rssi.ru/omni/) and the OMNI database. In this catalog there were 3 quasistationary, 5 disturbed types of the solar wind and shock waves are distinguished. The schematic pattern of the solar wind types shown in Figure 1.

In our work we were considered all these types of the solar wind, but HCS was considered not as separated type, it included in the SLOW type.

b) Magnetic substorms determination

Usually two electrojets - the westward and eastward - are observed in the ionosphere, which enhanced in the substorm growth phase. The additional westward electrojet appears in the night side at the substorm onset; it is a part of the substorm current wedge, through its field-aligned currents are closed in the ionosphere. During expansion phase of substorm the westward electrojet propagates poleward, and an expansion of the electrojet follows an auroras expansion [e.g. Despirak I.V., et al., 2008] This poleward expansion often occurs as a series of jumps of the westward electrojet [Wiens R.G. and Rostoker G., 1975]. In some events, the expansion may be continued from the auroral zone up to very high latitudes [e.g. Sergeev V.A., et al., 1979; Nielsen E., et al., 1988]. Note that the westward electrojet may be not inhomogeneous, and the concept of the electrojet “center” (the location of most intense current) was often used for the determination of the latitudinal location of the electrojet. Figure 2 shows the poleward expansion of the polar edge and “center” of the westward electrojet. To study the latitudinal substorm dynamic, we used the magnetic data of the IMAGE meridional chain Nurmijarvi - Ny Alesund, from 57º to 75º of the geomagnetic latitudes.

The substorm intensity is measured usually by AE, AL, AU indices of geomagnetic activity. However, in our work we used the SML index, which calculated by using the data from all SuperMAG system station, because we considered very intense substorms (supersubstorms), which develop in wide area, from lower to high geomagnetic latitudes.

c) Three special types of magnetic substorms

The aim of our work is to consider three special types of substorms, which are only recently identified: extremely intense substorms [Tsurutani B.T., et al., 2015] and substorms observed at very high latitudes [Kleimenova N.G., et al, 2012; Despirak I.V., et al., 2014].

1) First type represents extremely intense substorms (supersubstorms - SSS) which are typically observed at auroral latitudes. There are substorms, when SML or AL indices reach very high negative values (< -2500 nT).

The study of the SSS events was based on the data from magnetic ground-based observations of the SuperMAG network and Scandinavian IMAGE network.
2) The second type represents the “substorms on the contracted oval” or “polar” substorms which were observed under quiet geomagnetic conditions, when the auroral oval is compressed and shifted poleward of the location of those stations from which standard magnetic activity indices are calculated. Figure 3 presents some magnetic stations, which correspond to the location of “contracted”, “extended” and “normal” auroral oval. It is seen that “polar” substorms are substorms, which are registered only at the magnetic latitudes over 70 degrees in the absence of disturbances at the lower latitudes.

![Auroral oval](image)

**Fig. 3** The map of some magnetic stations, which correspond to the location of “contracted”, “extended” and “normal” auroral oval.
3) The third type represents the “substorms on the extended auroral oval” or “expanded” substorms, which were observed under disturbed geomagnetic conditions. These type of substorm starts at the latitudes of the auroral zone and then moves poleward. Namely, the substorm onset was observed at latitudes from 54 to 66 degrees of geomagnetic latitudes. In the maximal phase of the substorm, the “center” of the westward electrojet is observed at very high geomagnetic latitudes (above 75 degrees), at the LYR or NAL station.

High-latitude magnetic substorms were identified using the data from the IMAGE meridian chains TAR–NAL (Tartu (TAR), CGC lat. = 54.47°; Ny Ålesund (NAL), CGC lat. = 75.25°) for 1995, 1996, 1999, and 2000. For these four year there were over 400 events of high-latitude substorms selected and analyzed.

Results

Some examples of supersubstorms, “polar” and “expanded” substorms collected from SuperMAG and IMAGE stations have been presented in our previous works [Despirak I.V., et al., 2014, 2018]. The objective of this work is to systematize the previously obtained results and to reveal the connection between supersubstorms (SSS), “polar” and “expanded” substorms and the large-scale solar wind structure.

We performed the comparative analysis of the distribution of substorms on the solar wind types. The occurrence of SSS events, “polar” and “expanded” substorms was compared with the simultaneous observations of different types of the solar wind. The comparative histograms of the supersubstorms distribution by the types of the solar wind are shown in Figure 4. The vertical axis presents the number of supersubstorms, the horizontal axis shows the types of the solar wind. The “polar” substorms are marked by the blue color, the “expanded” substorms- by the burgundy color, the “supersubstorms” – by the red color.

It is seen that supersubstorms are observed: (i) mainly during solar wind magnetic clouds and SHEATH region (plasma compression region before MC/Ejecta); (ii) only sometimes they may be observed during Ejecta; (iii) very seldom SSS can be observed during FAST and CIR region (plasma compression region before FAST).

The “polar” substorms are observed: (i) mainly during SLOW solar wind streams; (ii) at the end of high-speed streams (FAST); (iii) sometimes during Ejecta. But it was only during Ejecta against to background of the SLOW stream; (iii) not observed – during Magnetic clouds.

It is seen that the “expanded” substorms are observed: (i) mainly during high-speed streams (FAST); (ii) during two regions of plasma compression – CIR and SHEATH; (iii) sometimes during Ejecta. But during these Ejecta which were observed against the background of a high speed stream (FAST); (iii) only few events are registered during SLOW streams; (iii) only few events are registered without certain types of the solar wind.

It is seen that the distributions of these three types of substorms differ sharply, the observation conditions are almost opposite.
Fig. 4. Histograms of the distribution of “expanded” (burgundy color), “polar” (blue color) and supersubstorms (red color) by solar wind type. The number of events is plotted along the vertical axis.

Conclusions
The comparative analysis shown that under different space weather conditions different types of substorms are observed:
1. The supersubstorms were observed during SHEATH, MC, Ejecta, namely during interplanetary manifestations of coronal mass ejections.
2. The “expanded” substorms were registered during high-speed streams from coronal holes and compressed plasma region (Sheath and CIR)
3. The “polar’ substorms were observed during slow streams and Ejecta which were associated with slow stream, also at the end of high speed streams, when solar wind velocity decrease from high to low values.

Thus, 3 types of substorms appear under different solar wind types and we can suppose, that they reflect different sources. But this question is open yet.
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Abstract
We study magnetic bay-like disturbances occurred in the dayside sector of the high geomagnetic latitudes (> 70° Mlat) under the positive (northward) and negative (southward) IMF Bz. It is known that as a rule, dayside polar magnetic bays are observed under the positive Bz component of IMF in the absence of the night-side auroral activity. In our previous works, we showed that the bay sign is controlled by the IMF By sign. We suppose that these bays could be caused by the enhancement of the so-called NBZ–system of the Field Aligned Currents. However, unlike to that, we found that the dayside polar magnetic bays should be observed during the negative IMF Bz as well. In this case, the dayside bays occur simultaneously with strong night-side substorms. The IMF By sign does not control the sign of these bays. We suppose that this non-typical phenomenon was caused by the development of the global complicated system of the substorm ionospheric currents when the westward electrojet expands into the dayside sector. As the examples, we present several events from the ground–based Scandinavian IMAGE magnetometer chain, Intermagnet and SuperMAG data collections.

Introduction
As a rule, dayside polar magnetic bays are observed under the positive Bz component of IMF [Kleimenova, et al. 2015, Levitin, et al., 2015, Gromova et al., 2016]. In these papers we showed that under such IMF conditions the bay sign is controlled by the IMF By sign. It was supposed that these bays could be associated with the high-latitude ionospheric electric currents, so-called the polar electrojet – PE. The PE current direction is determined by the IMF By sign [Friis-Christensen and Wilheljn, 1975, Feldstein et al., 2006, Gromova et al., 2018]. The Field-Aligned Currents (FACs) observed under positive Bz in the polar region termed NBZ FACs. They are located in the dayside sector of the high latitudes and are more intensive in summer season. We assumed that the studied dayside high-latitude bays could be caused by an enhancement of the NBZ FACs [Gromova, 2019]. It was also noticed that there is no night-side auroral activity simultaneously with such dayside magnetic bays.

Moreover, we found that the dayside polar magnetic bays could be occurred under the negative IMF Bz as well, and observed simultaneously with strong night-side substorms. The IMF By sign does not control the sign of these bays.

The aim of this paper is to analyze the dayside magnetic bays observed under different IMF conditions: when the IMF Bz was strong and positive or negative (i.e. the IMF Bz dominated over the IMF By) and when the IMF Bz was weak and unstable (i.e. IMF By dominated over the IMF Bz). We present the result of case study of the high-latitude daytime magnetic bays on 30 May 2003, 23 June 2015, 22 June 2015 and 7 September 2017.
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**Fig.1. 30 May 2003.** Left: (a) Variations of the IMF $B_z$ and $B_y$, (b) difference magnetograms of the polar IMAGE stations. The local geomagnetic noon is shown by the triangle. The considered dayside magnetic bays are marked by orange/blue according to the IMF $B_y$ and $B_z$ signs; (c) AU/AL indexes of the substorm activity. Right: (d) distribution of the equivalent ionospheric currents at 05 UT and 09 UT related with considered bays; blue/orange arrows on the maps indicate the ionospheric current direction; location of the polar dayside stations is shown by red circles. Arrows on the UT-time axis of (a), (b),(c) point the map moments.

**Dayside polar magnetic bays under the strong positive IMF $B_z$**

Some features of the event on 30 May 2003 under *stable strong positive* IMF $B_z$ are shown in Fig.1. The negative and positive dayside magnetic bays were observed at the polar latitudes (Fig 1b). The sign of the dayside polar magnetic bays were controlled by the IMF $B_y$ sign (Fig1a, b). The distribution of the ionospheric currents (Fig. 1d) shows the development of the westward polar eletrojets (PE) (the negative bay about 05 UT) and the eastward one (the positive bay at 09 UT). We suppose that these magnetic bays could be caused by the enhancement of the so-called NBZ FACs system. According to AU/AL indices (Fig. 1c) and the maps of the ionospheric electric field vectors (Fig.1d), there was no geomagnetic activity in the auroral zone.
Polar magnetic bays could be recorded under the negative IMF $B_z$ as well.

The dayside magnetic bay on 23 June 2015 occurred under the strong stable negative IMF $B_z$ (Fig 2a). The negative dayside magnetic bay was observed at the IMAGE polar stations when the IMF By was positive, i.e., IMF By sign did not control the sign of the bay (Fig.2a,b).

This magnetic bay was accompanied by the simultaneous enhancement of the night-side substorm activity (Fig. 2c). Field Aligned Currents (FACs) increased in the night sector of the auroral latitudes (Fig. 2d) and caused an expansion (Fig. 2e) of the enhanced auroral westward electrojet into the polar region [Feldstein et al., 2006] and, thus, development of the dayside polar magnetic bay.
Fig. 3. 22 June 2015. Left: (a), (b), (d) are the same as in Fig. 1; (c) different magnetograms of the Northern American stations in the night-side. Right: (e) the AMPERE spatial distribution of FACs as in Fig. 2 (f) distribution of the equivalent ionospheric currents at 07.20 UT related with the considered dayside positive bay. Arrows on the UT-time axis of (a), (b), (c) point the map moment; blue and orange arrows on the maps indicate the ionospheric current direction, location of the dayside/night stations are shown by red/black circles.

**Dayside polar magnetic bays under weak and unstable negative IMF Bz**

The dayside magnetic bays on 22 June 2015 and 7 September 2017 occurred under the weak and unstable mainly negative IMF (Fig. 3a, b and Fig. 4a, b). The negative and positive bays were observed at the polar latitudes, their signs were controlled by the IMF By sign due to dominating of the IMF By over the IMF Bz. But in Fig. 3c, d, and Fig. 4c, d, one can see the short intervals of the non-typical enhancement of night side substorm activity as well. Development of the complicated global ionospheric currents system with the westward electrojet expanding into the dayside sector should be caused by sharp FACs increasing under abrupt burst of the negative IMF Bz (Fig. 3 e, f and Fig. 4e, f).
**Conclusion**

The case study of the relationship of the dayside high-latitude magnetic bays with different IMF conditions showed:

- the dayside polar magnetic bays observed under the *strong positive* IMF Bz could be caused by an enhancement of the polar NBZ–system of the Field-Aligned Currents (FACs) that leads to PE increasing;
- the FAC intensification in the polar latitudes could produce dayside negative magnetic bays when the *negative* IMF Bz was dominated above the IMF By;
- the non-typical dayside polar magnetic bays were observed under the *weak unstable negative* IMF Bz and could be associated with the development of the global complicated system of the ionospheric currents with an expansion of the westward electrojet into the dayside sector. Both, the dayside polar bays and night-side auroral latitude substorms were accompanied by the enhancement of the FACs.
Data

In our study we used

(i) the ground-based IMAGE magnetometer data (http://space.fmi.fi/image) and database of the global network of observatories, monitoring the Earth's magnetic field (http://www.intermagnet.org);
(ii) the AL index of the geomagnetic activity (http://wdc.kugi.kyoto-u.ac.jp);
(iii) the IMF data sets of the 1-min resolution OMNI database (http://omniweb.gsfc.nasa.gov);
(iv) the global distribution of the equivalent ionospheric currents provided by SuperMAG system service (http://supermag.jhuapl.edu);
(v) the AMPERE data, based on the magnetic measurements on 66 low-altitude globally distributed Iridium communication satellites (http://ampere.jhuapl.edu/products).
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Abstract

The analysis results of the large-scale space-time disturbances of the total electron content (TEC) of the South American ionosphere before and after the powerful Chilean earthquakes on February 27, 2010 (M=8.8), April 1, 2014 (M=8.2) and after the main shock of the Chilean earthquake on September 16, 2015 (M=8.3), according to GPS network station data, are presented.

It is studied the development in the quiet geomagnetic conditions of the anomalous in the daily courses of TEC values during the periods 18-27.02.2010 and 28.02-09.03.2010; 25.03÷01.04.2014 and 02.04-09.04.2014; 17-26.09.2015, characterized by foreshock and high aftershock activities, with respect to the median levels during these periods (values of $\delta$TEC, %, the time interval is 2 hours) in the longitudes 45º÷105ºW ($\Delta\lambda=15^\circ$) and in the latitudes 0º÷60ºS ($\Delta\phi=5^\circ$).

Estimates of the characteristics of TEC disturbances ($\delta$TEC, %, spatial dimensions of ionosphere regions with anomalous TEC disturbances, duration of the disturbances in daily TEC courses) for the periods considered are presented. It is shown that the anomalous disturbances of TEC ($\delta$TEC $\geq 30\%$) in the extended regions of the ionosphere took place both before the main shocks of these Chilean earthquakes and after them independently.

Introduction

The results of experimental studies show that there is coupling between the Earth’s lithosphere processes and electromagnetic and plasma disturbances in the ionosphere. The use of the Global Positioning System (GPS) are provided new opportunities in studying the space-time characteristics of the ionosphere modification before earthquakes [Ruzhin et al., 2000; Ruzhin et al., 2002; Liu et al., 2004; Zakharenkova et al., 2006; Ruzhin et al., 2016].

The analysis of GPS observations showed that variations of the ionosphere total electron content (TEC) are very sensitive to changes in the F2-layer electron concentration. The correlation coefficient between TEC and foF2 reaches a value of 0.9. Since the electron concentration at the F2-layer maximum is one of the ionosphere parameters most sensitive to seismic activity, we can use TEC data to estimate spatial scales and temporal dynamics of seismo-ionospheric effects practically in any seismic active region of the world [Ruzhin et al., 2000; Ishkova et al., 2017; Ishkova et al., 2018].

The present paper deals with this area of research. In the paper are presented the analysis results of the large-scale space-time variations of TEC before and after the main shocks of the three powerful Chilean earthquakes.

Data

It was studied the development for the quiet helio-geomagnetic conditions of the anomalous in the daily courses of TEC values during the periods 18÷27.02.2010 and 28.02÷09.03.2010; 25.03÷01.04.2014 and 02.04÷09.04.2014; 17-26.09.2015, characterized by foreshock and high aftershock activity, with respect to the median levels during these periods.

Topic: Solar Wind-Magnetosphere-Ionosphere Interactions
Estimates of the characteristics of TEC disturbances ($\delta\text{TEC} \%, \text{spatial scales of ionosphere regions with anomalous TEC disturbances, duration of the disturbances in daily TEC courses}$) for the periods considered are made.

The nature study of the TEC variations relative to the median level in the period 7-16.09.2015, before the main shock of the Chilean earthquake on 16.09.2015, was not conducted due to the disturbed state of the geomagnetic field in the first half of this period.

The period 17-26.09.2015, after the main shock 16.09.2015, was characterized by a calm state of the geomagnetic field, except on September 20, when a moderate magnetic storm took place for a period of 15 hours (class G3, Ap = 44).

The information on the parameters of some major seismic events in the Chilean zone of earthquakes during considered periods is given in Tables 1-3.

Table 1. The Andes seismic activity on February-March, 2010

<table>
<thead>
<tr>
<th>Date</th>
<th>UTC</th>
<th>$\varphi,^\circ$</th>
<th>$\lambda,^\circ$</th>
<th>M</th>
<th>Date</th>
<th>UTC</th>
<th>$\varphi,^\circ$</th>
<th>$\lambda,^\circ$</th>
<th>M</th>
</tr>
</thead>
<tbody>
<tr>
<td>03.02.2010</td>
<td>07:26</td>
<td>-31.6</td>
<td>-66.3</td>
<td>4.7</td>
<td>27.02.2010</td>
<td>15:45</td>
<td>-24.8</td>
<td>-65.6</td>
<td>6.3</td>
</tr>
<tr>
<td>03.02.2010</td>
<td>18:30</td>
<td>-24.2</td>
<td>-67.1</td>
<td>4.6</td>
<td>28.02.2010</td>
<td>11:25</td>
<td>-34.9</td>
<td>-71.6</td>
<td>6.2</td>
</tr>
<tr>
<td>07.02.2010</td>
<td>17:09</td>
<td>-23.2</td>
<td>-66.5</td>
<td>5.6</td>
<td>01.03.2010</td>
<td>02:44</td>
<td>-35.0</td>
<td>-72.4</td>
<td>5.7</td>
</tr>
<tr>
<td>12.02.2010</td>
<td>12:03</td>
<td>-33.6</td>
<td>-68.7</td>
<td>5.8</td>
<td>03.03.2010</td>
<td>17:44</td>
<td>-36.6</td>
<td>-73.3</td>
<td>6.1</td>
</tr>
<tr>
<td>18.02.2010</td>
<td>20:56</td>
<td>-23.0</td>
<td>-68.5</td>
<td>5.2</td>
<td>04.03.2010</td>
<td>22:39</td>
<td>-22.2</td>
<td>-68.3</td>
<td>6.3</td>
</tr>
<tr>
<td>20.02.2010</td>
<td>09:55</td>
<td>-39.5</td>
<td>-75.0</td>
<td>4.9</td>
<td>05.03.2010</td>
<td>11:47</td>
<td>-36.6</td>
<td>-73.3</td>
<td>6.6</td>
</tr>
<tr>
<td>23.02.2010</td>
<td>00:06</td>
<td>-22.8</td>
<td>-66.6</td>
<td>4.7</td>
<td>07.03.2010</td>
<td>15:59</td>
<td>-37.9</td>
<td>-73.3</td>
<td>5.9</td>
</tr>
<tr>
<td><strong>27.02.2010</strong></td>
<td><strong>06:34</strong></td>
<td><strong>-36.1</strong></td>
<td><strong>-72.9</strong></td>
<td><strong>8.8</strong></td>
<td><strong>08.03.2010</strong></td>
<td><strong>17:03</strong></td>
<td><strong>-25.7</strong></td>
<td><strong>-66.6</strong></td>
<td><strong>5.8</strong></td>
</tr>
<tr>
<td>27.02.2010</td>
<td>08:01</td>
<td>-37.7</td>
<td>-75.0</td>
<td>7.4</td>
<td>11.03.2010</td>
<td>14:55</td>
<td>-34.3</td>
<td>-71.7</td>
<td>7.0</td>
</tr>
</tbody>
</table>

Table 2. The Andes seismic activity on March-April, 2014

<table>
<thead>
<tr>
<th>Date</th>
<th>UTC</th>
<th>$\varphi,^\circ$</th>
<th>$\lambda,^\circ$</th>
<th>M</th>
<th>Date</th>
<th>UTC</th>
<th>$\varphi,^\circ$</th>
<th>$\lambda,^\circ$</th>
<th>M</th>
</tr>
</thead>
<tbody>
<tr>
<td>20.03.2014</td>
<td>18:41</td>
<td>-24.0</td>
<td>-69.0</td>
<td>5.1</td>
<td>03.04.2014</td>
<td>02:43</td>
<td>-20.5</td>
<td>-70.4</td>
<td>7.7</td>
</tr>
<tr>
<td>22.03.2014</td>
<td>12:59</td>
<td>-19.7</td>
<td>-70.8</td>
<td>6.2</td>
<td>04.04.2014</td>
<td>01:37</td>
<td>-20.6</td>
<td>-70.6</td>
<td>6.3</td>
</tr>
<tr>
<td>23.03.2014</td>
<td>18:20</td>
<td>-19.6</td>
<td>-70.8</td>
<td>6.3</td>
<td>04.04.2014</td>
<td>09:52</td>
<td>-31.5</td>
<td>-70.2</td>
<td>5.4</td>
</tr>
<tr>
<td>24.03.2014</td>
<td>11:26</td>
<td>-19.8</td>
<td>-70.7</td>
<td>5.7</td>
<td>05.04.2014</td>
<td>02:22</td>
<td>-32.8</td>
<td>-71.5</td>
<td>5.6</td>
</tr>
<tr>
<td>27.03.2014</td>
<td>23:50</td>
<td>-29.1</td>
<td>-68.7</td>
<td>5.7</td>
<td>05.04.2014</td>
<td>05:44</td>
<td>-20.1</td>
<td>-70.5</td>
<td>5.2</td>
</tr>
<tr>
<td>28.03.2014</td>
<td>00:10</td>
<td>-29.1</td>
<td>-68.8</td>
<td>5.2</td>
<td>06.04.2014</td>
<td>14:06</td>
<td>-20.4</td>
<td>-71.0</td>
<td>5.2</td>
</tr>
<tr>
<td>31.03.2014</td>
<td>12:53</td>
<td>-19.5</td>
<td>-69.1</td>
<td>5.6</td>
<td>07.04.2014</td>
<td>13:43</td>
<td>-20.1</td>
<td>-70.8</td>
<td>5.7</td>
</tr>
<tr>
<td>31.03.2014</td>
<td>14:58</td>
<td>-34.7</td>
<td>-71.6</td>
<td>4.8</td>
<td>08.04.2014</td>
<td>10:14</td>
<td>-20.5</td>
<td>-70.9</td>
<td>5.6</td>
</tr>
<tr>
<td><strong>01.04.2014</strong></td>
<td><strong>23:46</strong></td>
<td><strong>-19.6</strong></td>
<td><strong>-70.7</strong></td>
<td><strong>8.2</strong></td>
<td><strong>09.04.2014</strong></td>
<td><strong>11:14</strong></td>
<td><strong>-20.6</strong></td>
<td><strong>-70.8</strong></td>
<td><strong>5.2</strong></td>
</tr>
<tr>
<td>02.04.2014</td>
<td>04:46</td>
<td>-20.0</td>
<td>-70.8</td>
<td>5.5</td>
<td>11.04.2014</td>
<td>00:01</td>
<td>-20.6</td>
<td>-70.6</td>
<td>6.2</td>
</tr>
<tr>
<td>03.04.2014</td>
<td>01:58</td>
<td>-20.3</td>
<td>-70.5</td>
<td>6.5</td>
<td>11.04.2014</td>
<td>01:08</td>
<td>-33.3</td>
<td>-72.0</td>
<td>5.0</td>
</tr>
</tbody>
</table>

Table 3. The Andes seismic activity on September, 2015

<table>
<thead>
<tr>
<th>Date</th>
<th>UTC</th>
<th>$\varphi,^\circ$</th>
<th>$\lambda,^\circ$</th>
<th>M</th>
<th>Date</th>
<th>UTC</th>
<th>$\varphi,^\circ$</th>
<th>$\lambda,^\circ$</th>
<th>M</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.09.2015</td>
<td>15:28</td>
<td>-19.7</td>
<td>-69.2</td>
<td>5.4</td>
<td>18.09.2015</td>
<td>09:10</td>
<td>-32.3</td>
<td>-72.2</td>
<td>6.2</td>
</tr>
<tr>
<td>5.09.2015</td>
<td>10:17</td>
<td>-37.9</td>
<td>-73.6</td>
<td>5.1</td>
<td>19.09.2015</td>
<td>12:52</td>
<td>-32.3</td>
<td>-72.0</td>
<td>6.2</td>
</tr>
<tr>
<td>5.09.2015</td>
<td>22:13</td>
<td>-25.7</td>
<td>-64.6</td>
<td>5.2</td>
<td>21.09.2015</td>
<td>17:40</td>
<td>-31.7</td>
<td>-71.3</td>
<td>6.6</td>
</tr>
<tr>
<td>12.09.2015</td>
<td>08:13</td>
<td>-31.6</td>
<td>-68.3</td>
<td>5.0</td>
<td>22.09.2015</td>
<td>07:13</td>
<td>-31.4</td>
<td>-71.2</td>
<td>6.0</td>
</tr>
<tr>
<td>15.09.2015</td>
<td>21:21</td>
<td>-20.0</td>
<td>-70.8</td>
<td>5.0</td>
<td>23.09.2015</td>
<td>11:32</td>
<td>-31.6</td>
<td>-71.9</td>
<td>5.0</td>
</tr>
<tr>
<td><strong>16.09.2015</strong></td>
<td><strong>22:54</strong></td>
<td><strong>-31.5</strong></td>
<td><strong>-71.6</strong></td>
<td><strong>8.3</strong></td>
<td><strong>24.09.2015</strong></td>
<td><strong>16:13</strong></td>
<td><strong>-30.7</strong></td>
<td><strong>-71.3</strong></td>
<td><strong>5.2</strong></td>
</tr>
<tr>
<td>16.09.2015</td>
<td>23:18</td>
<td>-31.5</td>
<td>-71.4</td>
<td>7.0</td>
<td>26.09.2015</td>
<td>02:51</td>
<td>-30.8</td>
<td>-71.3</td>
<td>6.3</td>
</tr>
<tr>
<td>17.09.2015</td>
<td>04:10</td>
<td>-31.5</td>
<td>-71.8</td>
<td>6.7</td>
<td>27.09.2015</td>
<td>21:04</td>
<td>-31.6</td>
<td>-71.7</td>
<td>5.4</td>
</tr>
</tbody>
</table>
Results

In [Ishkova et al., 2017] the analysis results of the character of TEC daily variations in the South American region with respect to ten-day median levels during periods February 17-27, 2010 and March 25-April 03, 2014 were reported. The conclusion was made about a similar pronounced character of the South American ionosphere reaction to seismic processes before these powerful Chilean earthquakes. In [Ishkova et al., 2018] it was shown that TEC anomalous disturbances took place both before the main shock of the powerful Chilean earthquake of 2014 and after it.

The results of previous studies and the newly obtained results of the analysis of TEC variations in the periods after the main shocks of the powerful Chilean earthquakes of 2010 and 2015 allowed us to conclude that TEC anomalous disturbances (from 30 to 50-60% and higher relative to the median level) in extended regions (up to several thousand kilometers) of the South American ionosphere took place both before the main shocks of the powerful Chilean earthquakes and after them.

The Tables below illustrate the characteristic features of the large-scale space-time variations of TEC before and after the main shocks of the considered powerful Chilean earthquakes.

Tables 4-5 are presented the spatial distributions of the maximum daily $\delta$TEC values during the periods before and after the Chilean earthquake main shock of 2010. Tables 6-7 represent similar data for the maximum daily $\delta$TEC values before and after the Chilean earthquake main shock of 2014. In Table 8 the spatial distributions of the maximum daily $\delta$TEC values after the main shock of the Chilean earthquake 2015 are presented.

An analysis of the data showed that the duration of TEC anomalous disturbances in the diurnal course of TEC at given geographical point may reached 2 or more hours. The duration of such disturbances are indicated in the Tables (for example: 2h, 4h, 6h).

The spatial scales of the ionosphere regions with anomalous TEC disturbances could reach several thousand kilometers at latitude and longitude directions at a single moment of UT. The estimates of the spatial scales of TEC anomalous disturbances at the UT moments (DUT) are provided in the Tables (for example, 27.03.2014 D7UT=3200km and D9UT=4800km at $\phi =-30^\circ$).

Table 4. Maximum $\delta$TEC, % on February 22 and 26, 2010 (before the main shock 27.02.2010)

<table>
<thead>
<tr>
<th>$\phi^\circ$</th>
<th>$\lambda^\circ$</th>
<th>The seismic events, DUT</th>
<th>22.02.2010</th>
<th>The seismic events, DUT</th>
<th>26.02.2010</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td></td>
<td>D3UT=1665km</td>
<td>30.6</td>
<td>D7UT=6666km</td>
<td>21.6</td>
</tr>
<tr>
<td>-5</td>
<td></td>
<td>D21UT=1665km</td>
<td>31.1</td>
<td></td>
<td>-20.7</td>
</tr>
<tr>
<td>-10</td>
<td></td>
<td></td>
<td>31.7</td>
<td></td>
<td>-17.8</td>
</tr>
<tr>
<td>-15</td>
<td></td>
<td></td>
<td>37.5</td>
<td></td>
<td>-12.5</td>
</tr>
<tr>
<td>-20</td>
<td></td>
<td></td>
<td>54.7</td>
<td></td>
<td>17.1</td>
</tr>
<tr>
<td>-25</td>
<td></td>
<td>D702=63</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-30</td>
<td></td>
<td>-24.8</td>
<td>24.8</td>
<td>38.0</td>
<td>-24.5</td>
</tr>
<tr>
<td>-35</td>
<td></td>
<td>-36.1</td>
<td>23.3</td>
<td>38.0</td>
<td>-23.3</td>
</tr>
<tr>
<td>-40</td>
<td></td>
<td>-72.9</td>
<td>36.1</td>
<td>35.7</td>
<td>-23.3</td>
</tr>
<tr>
<td>-45</td>
<td></td>
<td>D21UT=2550km</td>
<td>31.7</td>
<td>35.7</td>
<td>-21.9</td>
</tr>
<tr>
<td>-50</td>
<td></td>
<td>D21UT=2550km</td>
<td>31.7</td>
<td>43.5</td>
<td>-17.8</td>
</tr>
<tr>
<td>-55</td>
<td></td>
<td></td>
<td>31.8</td>
<td>36.0</td>
<td>-17.2</td>
</tr>
<tr>
<td>-60</td>
<td></td>
<td></td>
<td>29.2</td>
<td>18.9</td>
<td>-10.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>21.0</td>
<td>15.6</td>
<td>15.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>22.8</td>
<td>20.1</td>
<td>14.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>31.1</td>
<td>18.9</td>
<td>15.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>31.8</td>
<td>19.8</td>
<td>29.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>21.0</td>
<td>20.1</td>
<td>21.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>23.8</td>
<td>21.8</td>
<td>30.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>25.1</td>
<td>18.8</td>
<td>8.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>21.0</td>
<td>15.8</td>
<td>11.6</td>
</tr>
</tbody>
</table>
Table 5. Maximum δTEC,% on February 28 and March 4, 2010 (after the main shock 27.02.2010)

<table>
<thead>
<tr>
<th>φ°/λ°</th>
<th>The seismic events, DUT</th>
<th>28.02.2010</th>
<th>The seismic events, DUT</th>
<th>4.03.2010</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>-105</td>
<td>-90</td>
<td>-75</td>
</tr>
<tr>
<td>0</td>
<td>28.02.5.2 -11.803 DUT=1665 km D2UT=1665 km</td>
<td>-34.6</td>
<td>-36.2</td>
<td>41.3</td>
</tr>
<tr>
<td>-5</td>
<td>-23.9</td>
<td>-22.9</td>
<td>-16.6</td>
<td>-18.8</td>
</tr>
<tr>
<td>-10</td>
<td>-15.2</td>
<td>-19.6</td>
<td>9.0</td>
<td>11.8</td>
</tr>
<tr>
<td>-15</td>
<td>-14.5</td>
<td>-15.4</td>
<td>7.5</td>
<td>15.8</td>
</tr>
<tr>
<td>-20</td>
<td>-17.3</td>
<td>-29.5</td>
<td>-17.7</td>
<td>-18.9</td>
</tr>
<tr>
<td>-25</td>
<td>27.02 6.3 -24.8 -55.6</td>
<td>-23.4</td>
<td>-31.2</td>
<td>-29.4</td>
</tr>
<tr>
<td>-30</td>
<td>D1UT=1440 km</td>
<td>-32.2</td>
<td>-34.2</td>
<td>-32.2</td>
</tr>
<tr>
<td>-35</td>
<td>27.02 8.2 -34.9 -71.6</td>
<td>-29.8</td>
<td>-36.4 2h</td>
<td>-29.4</td>
</tr>
<tr>
<td></td>
<td>D2UT=1170 km</td>
<td>-20.0</td>
<td></td>
<td>-31.7</td>
</tr>
<tr>
<td>-40</td>
<td>-24.4</td>
<td>-28.0</td>
<td>-26.2</td>
<td>22.3</td>
</tr>
<tr>
<td>-45</td>
<td>-19.0</td>
<td>-23.7</td>
<td>-17.4</td>
<td>-24.1</td>
</tr>
<tr>
<td>-50</td>
<td>-22.5</td>
<td>-23.2</td>
<td>-16.9</td>
<td>-20.1</td>
</tr>
<tr>
<td>-55</td>
<td>D9UT=930 km</td>
<td>-26.1</td>
<td>-30.2</td>
<td>-31.7</td>
</tr>
<tr>
<td>-60</td>
<td>-21.0</td>
<td>-26.5</td>
<td>-26.8</td>
<td>-21.1</td>
</tr>
</tbody>
</table>

Table 6. Maximum δTEC,% on March 27 and 30, 2014 (before the main shock 01.04.2014)

<table>
<thead>
<tr>
<th>φ°/λ°</th>
<th>The seismic events, DUT</th>
<th>27.03.2014</th>
<th>The seismic events, DUT</th>
<th>30.03.2014</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>-105</td>
<td>-90</td>
<td>-75</td>
</tr>
<tr>
<td>0</td>
<td>D7UT=3330 km</td>
<td>11.6</td>
<td>-15.1</td>
<td>37.3</td>
</tr>
<tr>
<td>-5</td>
<td>D5UT=1650 km</td>
<td>12.1</td>
<td>14.1</td>
<td>30.7</td>
</tr>
<tr>
<td>-10</td>
<td>D7UT=1630 km</td>
<td>25.0</td>
<td>15.7</td>
<td>24.0</td>
</tr>
<tr>
<td>-15</td>
<td>D7UT=4830 km</td>
<td>45.7</td>
<td>37.0</td>
<td>47.5</td>
</tr>
<tr>
<td>-20</td>
<td>1.04 8.2 -19.6 -67.7 D7UT=4690 km D9UT=5120 km D1UT=1560 km</td>
<td>60.9 4h</td>
<td>69.5 4h</td>
<td>73.2 2h</td>
</tr>
<tr>
<td>-25</td>
<td>D7UT=4450 km</td>
<td>60.8 2h</td>
<td>89.2 6h</td>
<td>68.3 4h</td>
</tr>
<tr>
<td>-30</td>
<td>D7UT=1450 km</td>
<td>52.4 2h</td>
<td>69.2 2h</td>
<td>77.2 2h</td>
</tr>
<tr>
<td>-35</td>
<td>D9UT=2780 km</td>
<td>52.7 2h</td>
<td>43.6 2h</td>
<td>66.9 4h</td>
</tr>
<tr>
<td>-40</td>
<td>D9UT=2550 km</td>
<td>57.4 2h</td>
<td>46.4 4h</td>
<td>46.8 4h</td>
</tr>
<tr>
<td>-45</td>
<td>D9UT=1170 km</td>
<td>52.4 2h</td>
<td>52.0 2h</td>
<td>55.5 2h</td>
</tr>
<tr>
<td>-50</td>
<td>D1UT=1070 km</td>
<td>38.5 2h</td>
<td>38.4 2h</td>
<td>37.9 4h</td>
</tr>
<tr>
<td>-55</td>
<td>28.6</td>
<td>26.0</td>
<td>18.2</td>
<td>-13.8</td>
</tr>
<tr>
<td>-60</td>
<td>18.1</td>
<td>-17.7</td>
<td>-17.7</td>
<td>-15.8</td>
</tr>
</tbody>
</table>
Table 7. Maximum $\delta$TEC, % on April 2 and 5, 2014 (after the main shock 01.04.2014)

<table>
<thead>
<tr>
<th>$\varphi^\circ$</th>
<th>The seismic events, DUT</th>
<th>2.04.2014</th>
<th>The seismic events, DUT</th>
<th>5.04.2014</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda^\circ$</td>
<td>-105</td>
<td>-90</td>
<td>-75</td>
<td>-60</td>
</tr>
<tr>
<td>0</td>
<td>-25.5</td>
<td>-14.4</td>
<td>-17.1</td>
<td>10.7</td>
</tr>
<tr>
<td>-5</td>
<td>-22.9</td>
<td>-19.7</td>
<td>-13.1</td>
<td>-11.3</td>
</tr>
<tr>
<td>-10</td>
<td>-20.7</td>
<td>-24.7</td>
<td>-17.3</td>
<td>-12.7</td>
</tr>
<tr>
<td>-15</td>
<td>-15.5</td>
<td>-15.0</td>
<td>-15.8</td>
<td>-17.6</td>
</tr>
<tr>
<td>-20</td>
<td>-13.6</td>
<td>-16.0</td>
<td>-25.8</td>
<td>-31.2</td>
</tr>
<tr>
<td>-25</td>
<td>24.2</td>
<td>16.2</td>
<td>20.5</td>
<td>27.9</td>
</tr>
<tr>
<td>-30</td>
<td>14.7</td>
<td>19.3</td>
<td>21.5</td>
<td>32.5</td>
</tr>
<tr>
<td>-35</td>
<td>12.6</td>
<td>17.1</td>
<td>24.8</td>
<td>21.5</td>
</tr>
<tr>
<td>-40</td>
<td>10.5</td>
<td>21.3</td>
<td>21.7</td>
<td>15.8</td>
</tr>
<tr>
<td>-50</td>
<td>20.9</td>
<td>16.7</td>
<td>16.2</td>
<td>14.0</td>
</tr>
<tr>
<td>-55</td>
<td>21.9</td>
<td>18.8</td>
<td>26.0</td>
<td>19.3</td>
</tr>
<tr>
<td>-60</td>
<td>17.4</td>
<td>17.1</td>
<td>24.0</td>
<td>14.9</td>
</tr>
</tbody>
</table>

Table 8. Maximum $\delta$TEC, % on September 17 and 20, 2015 (after the main shock 16.09.2015)

<table>
<thead>
<tr>
<th>$\varphi^\circ$</th>
<th>The seismic events, DUT</th>
<th>17.09.2015</th>
<th>The seismic events, DUT</th>
<th>20.09.2015</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda^\circ$</td>
<td>-105</td>
<td>-90</td>
<td>-75</td>
<td>-60</td>
</tr>
<tr>
<td>0</td>
<td>-20.5</td>
<td>-14.2</td>
<td>-20.5</td>
<td>-45.6</td>
</tr>
<tr>
<td>-5</td>
<td>-18.3</td>
<td>-19.4</td>
<td>-19.2</td>
<td>-37.3</td>
</tr>
<tr>
<td>-10</td>
<td>-23.1</td>
<td>-27.8</td>
<td>-17.5</td>
<td>-24.2</td>
</tr>
<tr>
<td>-15</td>
<td>-25.9</td>
<td>-20.8</td>
<td>-18.2</td>
<td>-18.3</td>
</tr>
<tr>
<td>-20</td>
<td>-24.5</td>
<td>-28.9</td>
<td>-22.6</td>
<td>-19.4</td>
</tr>
<tr>
<td>-25</td>
<td>-29.1</td>
<td>-50.2</td>
<td>-31.5</td>
<td>-25.1</td>
</tr>
<tr>
<td>-30</td>
<td>-33.7</td>
<td>-28.0</td>
<td>-28.9</td>
<td>-30.3</td>
</tr>
<tr>
<td>-35</td>
<td>-34.6</td>
<td>-35.4</td>
<td>-35.1</td>
<td>-30.9</td>
</tr>
<tr>
<td>-40</td>
<td>-35.5</td>
<td>-35.4</td>
<td>-27.7</td>
<td>-25.3</td>
</tr>
<tr>
<td>-45</td>
<td>-28.6</td>
<td>-25.1</td>
<td>-20.6</td>
<td>-19.7</td>
</tr>
<tr>
<td>-50</td>
<td>-23.8</td>
<td>-19.8</td>
<td>-18.1</td>
<td>-17.9</td>
</tr>
<tr>
<td>-55</td>
<td>-18.9</td>
<td>-18.8</td>
<td>-18.4</td>
<td>-19.3</td>
</tr>
<tr>
<td>-60</td>
<td>-20.2</td>
<td>-17.9</td>
<td>-21.8</td>
<td>-22.7</td>
</tr>
</tbody>
</table>

The extent of the ionosphere regions with anomalous TEC-perturbations along the meridians could also reached several thousand kilometers at a single moment UT. For example, 27.03.2014 D7UT = 3885km at $\lambda = -60^\circ$, D7UT = 3330km at $\lambda = -75^\circ$ and D11UT = 3885km at $\lambda = -105^\circ$. 09.20.2015 D17UT = 3330km at $\lambda = -60^\circ$ and $\lambda = -75^\circ$. 

Topic: Solar Wind-Magnetosphere-Ionosphere Interactions
The characteristic features of anomalous TEC disturbances before these Chilean events were the development in the quiet helio-geomagnetic conditions of positive TEC perturbations relative to the median level (from 30 to 50-60% and higher) at distances up to several thousand kilometers at a single moment UT a few days before the main shocks and in change of positive phase by negative phase for 3-4 days before the main shocks.

After the main shocks, within 2-3 days, predominantly negative $\delta$TEC values occurred, close to or exceeding background (28.02.2010 and 17.09.2015) or background positive and negative $\delta$TEC values (2.04.2014).

Later 4-5 days after the main shocks of these earthquakes, a positive phase of TEC disturbances began, with a gradual transition to TEC variations close to the background.

The main characteristics of the positive TEC disturbances after the main shocks of the considered earthquakes ($\delta$TEC values, spatial scales, duration of disturbances in the TEC daily courses) were comparable with similar characteristics before the main shocks.

The maximum characteristics of positive disturbances significantly exceed similar characteristics of negative TEC disturbances.

Conclusions
1. The use of GPS data with sufficient space-time resolution made it possible to investigate the space-time dynamics of the development of TEC anomalous disturbances (from 30 to 50-60% and higher relative to the median level) for the quiet helio-geomagnetic conditions in extended regions (up to several thousand kilometers) of the South American ionosphere.
2. The space-time scales of TEC anomalous disturbances are different on different days, at different latitudes and longitudes. In general, the maximum characteristics of positive perturbations ($\delta$TEC values, their durations in daily courses and spatial scales) are higher than similar characteristics of negative TEC disturbances.
3. The TEC anomalous disturbances for the quiet geomagnetic conditions took place both before the main shocks of the powerful Chilean earthquakes and after them.
4. The main characteristics of the positive TEC disturbances after the main shocks of the earthquakes considered were comparable with similar characteristics before the main shocks.
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Abstract

It is well known that the CIR (Corotating Interaction Region) driven magnetic storms are typical ones for a solar cycle declining but the CME (Coronal Mass Ejection) driven storms mostly appear during the solar cycle maximum. The CMEs rare occur during the solar cycle declining because they are associated with flares or filament eruptions, both of which are relatively rare in the low part of the cycle. However, in the Sun’s downward cycle 24, all strong magnetic storms (e.g., in March, June and December 2015, May and September 2017) were caused by CMEs. The strong magnetic storm on 25-26 August 2018 (Dst = -171 nT) was the last storm of this series. In this case, the CME was associated with a filament eruption on 20 August under the very low solar wind speed. The comparison of two last sever magnetic storms (Sep2017 and Aug2018) showed that there is no linear relationship between the storm intensity (Dst index) and planetary geomagnetic activity (Ap index). So, the planetary geomagnetic disturbances in the Sep2017 storm were stronger than in the Aug2018 storm despite the fact that the Dst values in the first storm were smaller than in the second one. The solar cycle 24 continues to produce surprises. The cycle has not yet reached a minimum. Will be new magnetic storms or not?

Introduction


All of these magnetic storms have been caused by the Coronal Mass Ejections (CME). However, it is well known that such magnetic storms are dominated in the solar cycle maximum [e.g., Tsurutani and Gonzalez, 1997; Richardson et al., 2001; Denton et al., 2006; Borovsky and Denton, 2006]. The CMEs seldom occur during the solar cycle declining because they are associated with flares or filament eruptions, both of which are relatively rare in this phase of the cycle.

Figure 1 demonstrates the solar (Wp index) and geomagnetic (Ap index) activity progress in the solar cycle 24. It is seen that the strongest geomagnetic disturbances have been
observed as the Sep2017 storm, however, the value of the Dst index (a proxy of the storm intensity) does allow to attribute this storm to the very strong one. Thus, there was no relationship between the storm intensity (Dst index) and planetary geomagnetic activity (Ap index).

One year after the Sep2017 storm, the new strong magnetic storm occurred on August 2018. The aim of this paper is to compare the high-latitude geomagnetic effects of these two storms.

**Solar wind and IMF conditions during the Sep2017 and Aug2018 magnetic storms**

![Solar wind and IMF data during the Sep2017 and Aug2018 magnetic storms.](image)

As it was mention above, the Sep2017 magnetic storm was not the strongest in terms of the Dst index, but produced significant geomagnetic disturbances (see Ap index in Fig. 1). The variations of the solar wind IMF parameters (Fig. 2) were classified according to the catalog of large-scale solar wind phenomena (ftp://ftp.iki.rssi.ru/omni/) as sheath, magnetic clouds (MC) and ejecta.

The interplanetary conditions in the Sep2017 storm (in term of IMF Bz and Vsw) were stronger than in Aug2018 storm, however, the Dst values in the first event were smaller than in the second case, probably, due to shorter duration of the negative IMF Bz values.

**Field Aligned Currents (FACs) during the Sep2017 magnetic storm**

The high-latitude FACs distributions in time of the magnetic storm on 7 September have been studied by using the data from the AMPERE facilities (Active Magnetosphere and Planetary Electrodynamics Response Experiment) which are consisted of 66 commercial satellites at the 780 km polar circular orbits distributing over 6 orbital planes. Unfortunately, there were no AMPERE data for the Aug2018 storm.
Fig. 3. AMPERE data (orbital plans, magnetometer data, calculated FAC maps) for the Sep2017 storm (upper plots - before storm, bottom plots – during the beginning of the storm main phase), red – upward FACs, blue – downward.

It is seen that before this magnetic storm (upper plots in Fig. 3) under the positive values of the IMF Bz (Fig. 2), the magnetic disturbances as well as FACs were recorded only at dayside polar latitudes. However, in the beginning of the main phase of these magnetic storms (bottom plots in Fig. 3), they were globally observed everywhere at the auroral and subauroral latitudes. The FAC distribution exhibited a typical feature of a strong magnetic storm: the pancake structure of the upward and downward currents.

Fig. 4. The maps of the magnetic vectors from the ground stations after the SuperMAG data
Storm main phase

To compare the geomagnetic activity during the considered storms, we used the magnetic data from the global SuperMag network of the more than 300 ground-based magnetometer stations [http://supermag.jhuapl.edu/]. The detailed description of the SupeMag project is given in [Newell and Gjerloev, 2011; Gjerloev, 2012].

It was found that the planetary geomagnetic disturbances in the main phase of the Sep2017 storm were stronger than in the Aug2018 storm despite the fact that the Dst values in the first storm were smaller than in the second event. It is seen in Fig. 4.

Storm recovery phase

In the storm recovery phase of the both storms, there were observed strong fluctuations in the IMF Bz with different quasi-periods (Fig. 2) which were accompanied by simultaneous ground-based magnetic fluctuations at 06-08 UT on 8 September 2017 (Fig. 5) and at 10-20 UT on 26 August 2018 (Fig. 6).

Figure 5 shows the strong 15-30 min magnetic fluctuations occurred simultaneously at the dayside and nightside stations (marked by red and blue color) on 8 September 2017. The SuperMag map of the magnetic vectors supports the existence of global disturbances. Note, there were no stations located between 09-18 MLT.

In the recovery phase of the Aug2018 storm, there were observed the strong quasiperiodic bay-like excurses of the negative IMF Bz values causing the similar deviations in the AU and AL indexes of the geomagnetic activity at auroral latitudes (see Fig. 6). We found that near 12 UT, one of the relevant substorms has been observed not only after the local midnight (BRW and YKC stations), but simultaneously at the local afternoon at the high-latitude IMAGE stations (HOP-NAL) as well. The SuperMag map demonstrates the magnetic disturbances in the vast area of the Earth surface. Unfortunately, there were no ground-based stations located in the evening (~16-24 MLT).
Fig. 6. Magnetic fluctuations in IMF Bz and AU-AL indexes (left panels), the high-latitude dayside IMAGE (middle panel) and nightside (BRW, YKC) magnetograms, and the SuperMag map of these data on 26 August 2018.

Discussion

It is well known that magnetic storms in the declining phase of the solar cycle tend to be CIR (Corotating Interaction Region) driven [Tsurutani and Gonzalez, 1997; Richardson et al., 2001] associated with high-speed streams emanated from coronal holes [Burlaga et al., 1978]. However, the strong magnetic storms in the declining phase of the solar cycle 24 (SC24) were CME driven. Moreover, the intense geomagnetic storm occurrence rate during the SC-24 was reduced nearly by a factor of 4 of that in the SC-23 [Rawat et al., 2018].

The Sep2017 storm was caused by the CME which was associated with the 6 September X-9 flare. The Aug 2018 storm was caused by the Aug25 CME which was thought to be associated with a filament eruption on 20 August. There were no flares and 5 days later. The CME itself was too weak to be automatically detected by satellites. After additional manual analysis, the CME was estimated to have only minor Earth-directed parts, but the geomagnetic effects of this storm were not minor. The Aug2018 storm raises the question: why so rather small disturbances on the Sun under the low-speed solar wind resulted the sever (in terms of Dst-index) magnetic storm?

Summary

1. The comparison of two last sever magnetic storms (Sep2017 and Aug2018) showed that there is no linear relationship between the storm intensity (Dst index) and planetary geomagnetic activity (Ap index). So, the planetary geomagnetic disturbances in the Sep2017 storm were stronger than in the Aug2018 storm despite the fact that the Dst values in the first storm were smaller than in the second one.
2. The interplanetary conditions in the Sep2017 storm were stronger (higher solar wind speed, IMF B and negative IMF Bz) than in Aug2018 storm, however, the in the first event, the Dst values and the storm main phase duration were smaller than in the second case, probably, due to shorter time of the negative IMF Bz values.
3. During the recovery phase of both storms, there were strong IMF Bz variations. The high-latitude geomagnetic disturbances, caused by these IMF Bz variations, have been observed in the global scale, i.e., simultaneously at the day and night sides.
Final remark

The solar cycle 24 is not yet reached a minimum and overall the sun activity can still continue, thus, some new additional events may occur.
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Abstract
Auroral hiss is a well-known evening-nighttime natural VLF emission with a noise-like structure and the strongest intensity at the frequencies of 8-11 kHz. These VLF emissions are generated by the Cherenkov radiation above the ionosphere. The analysis of auroral hiss observed at Kannuslehto (KAN, MLAT = 64.2°) in Finland has been performed. The VLF receiver is located in the equatorial area of the auroral oval. During the 11 winter months (334 days) in 2015-2018, there were found 207 days with the auroral hiss bursts, the majority (82%) of them was observed in association with magnetic substorms. We have selected 106 events of isolated clearly defined substorms recorded within the typical time of the auroral hiss occurrence and found that in 97 events, auroral hiss was observed in the substorm growth phase. When weather conditions allowed, the auroral hiss bursts were found to be accompanied by the equatorward movement of the auroral arcs recorded poleward of KAN. The auroral breakup (substorm onset) abruptly suppressed auroral hiss. We found that the auroral hiss occurrence is controlled by the dynamics of the Field Aligned Currents (FACs) estimated from the AMPERE facility consisted of the 66 globally distributed telecommunication satellites carrying engineering magnetometers. It was revealed that auroral hiss at the equatorial area of the auroral oval exhibits a typical signature of the substorm growth phase.

Introduction
Auroral hiss is one of prominent natural whistler-mode VLF emissions [Helliwell, 1965] which have a noise-like structure and are commonly recorded both by the ground-based instruments and onboard satellites with the strongest intensity at the frequencies of ~8-11 kHz [e.g., reviews by Makita, 1979; Sazhin et al., 1993; LaBelle and Treumann, 2002]. Auroral hiss is generated by Cherenkov radiation of precipitating soft electrons above the ionosphere and typically occurs in the evening-night time at the auroral zone latitudes with the maximum of occurrence in the winter season. On the ground, auroral hiss is observed as separated bursts lasting from several tens of seconds to several minutes and associated with visible auroras. The aim of this paper is to focus on the relationship of ground-based auroral hiss, observed at the equatorial part of the auroral oval, with the magnetic substorms.

Data
In this study, we have been analyzing the VLF observations (up to 39 kHz) in Northern Finland at Kannuslehto (KAN) station (MLAT= 64.2°N) during the 11 winter months in 2015-2018.

The majority of the previous ground-based studies of the auroral hiss have been based on the VLF observations at high geomagnetic latitudes [e.g., Makita, 1979; Nishino et al., 1982], at the Antarctic station Syowa (MLAT ~70°S) located in the poleward part of the auroral oval. However, our station KAN is located at the equatorial part of the auroral oval (see Fig. 1). Note, the VLF observations at Syowa have been based on the chart records of several narrow bands from 4 to 128 kHz with the different scales and different receiver threshold level at different frequencies [Makita, 1979]. Contrary to that, we used the continuous digital VLF registration with the high temporal and frequency resolution [Manninen, 2005].
The VLF recordings at KAN latitude are badly hampered by sferics (originated from lightning) which hided almost all VLF emissions above ~4 kHz (Fig. 2, upper plots).

To study auroral hiss, the special method of filtering out the impulsive sferics was applied. The method has been briefly described in Manninen et al. (2016). The auroral hiss bursts become visible only after filtering out the sferics as it is seen in Fig. 2 (bottom plots). The filtered VLF KAN data are available at http://www.sgo.fi/pub_vlf/ as the power spectrograms in 24-h, 1-h and 1-min intervals for all campaigns 2006-2019.

During the 11 winter months in 2015-2018, the auroral hiss bursts at KAN were recorded in 207 days (total number of campaign days was 334). There were no auroral hiss under very quiet conditions with $K_p \leq 1$ (93 days) or very disturbed ones with $K_p > 3-4$ (34 days). The auroral hiss emissions at KAN were typically observed at 17-21 UT (i.e., before the local midnight).

We considered the visible auroras in the time of the auroral hiss occurrence at KAN using the auroral keograms (zenith angles of aurora versus time) at Sodankylä station (SOD, MLAT= 64.1°N, located ~ 45 km from KAN) or at Abisko station (ABK, MLAT= 65.4°N, located ~300 km to North-West from KAN) depending of where the weather allowed the aurora observation. We found that the auroral hiss events at KAN were accompanied by the auroral arcs whenever the optical observations were possible, the arcs were located poleward from KAN.

Two examples of auroral keograms at ABK are shown in Fig. 3 (middle panels). The auroral hiss at KAN was accompanied by auroral arc poleward of ABK. These hiss bursts suddenly disappeared by the time of the auroral breakup (around at 20:30 UT on 22 Jan 2016 and around at 21:30 UT on 28 January 2018).
The auroral breakup is an indicator of the sudden onset of the magnetospheric substorm \cite[e.g.,][]{Rostoker1980}. Bad weather conditions often make impossible observations of visible auroras, and to the substorm definition, the planetary AL geomagnetic index is commonly used, its sharp decrease of at least 100 nT within 10-15 min indicates the substorm onset.

Here for highlighting the substorm, we used the magnetic observations at Scandinavian IMAGE magnetometer chain and correspondingly the IMAGE electrojet indicators IL and IU which are simply estimated the total eastward and westward currents crossing the magnetometer network \cite{Tanskanen2009}. The definition of these indicators is quite similar to that of the standard AL and AU indices. The bottom panels in Fig. 3 show the development of the substorm according to the IL and IU indexes. It is seen that the abrupt substorm onset suppresses the auroral hiss.

One more typical auroral hiss event (on 23 December 2016) is presented in Fig. 4. In this event, the optical auroras were observed at ABK and SOD. Both keograms showed the same auroral arc poleward from these stations until ~17:45 UT. Then the arc began to move equatorward, and the auroral breakup was observed at ~18:10 UT that completely stopped the auroral hiss.

Since it is generally accepted that the auroral hiss is caused by Cherenkov radiation of the low-energetic precipitating electrons, we considered the spatial features of the Field Aligned Currents (FACs) that is the system of the upward and downward soft electron flows above the ionosphere. The upward FACs correspond to the low-energetic electron precipitation. Here we use the FAC data from AMPERE facility (Active Magnetosphere and Planetary Electrodynamics Response Experiment) which consists of the 66 globally distributed telecommunication satellites at 780 km altitude \cite{Anderson2014}.
Fig. 4. The example of the auroral hiss disappearance with the substorm onset and auroral breakup, the bottom panel - the FAC according to AMPERE data (red - the upward FACs, blue - downward FACs). Circle shows the location of KAN.

Near 17:00 UT, under the absence of strong auroral hiss at KAN and well before the substorm onset, the upward FACs were spaced far poleward from KAN. Together with moving auroral arc, the FACs started to move to the lower latitudes, and KAN became in the vicinity of the upward FAC location. In the substorm expansion phase, after 18:10 UT, auroral oval significantly expanded, and the substorm westward traveling surge (WTS) expanded also poleward as it is typical for substorms [e.g., Hones, 1985]. At this time, the upward FACs were observed around MLAT ~70°, poleward from KAN. The Antarctic Syowa Station is located at the similar MLAT (~70°S), so, it was logical that there the auroral hiss has been observed mainly during the substorm expansion phase [Makita, 1979].

Discussion

We found that within 207 auroral hiss days, altogether 170 events (82%) were associated with magnetic bay-like disturbances recorded at IMAGE magnetometer chain. It was found that the bursts of auroral hiss were mainly observed before substorm onsets. Then, in the time interval correspondent to the typical daily variation of auroral hiss occurrence (17-21 UT), we selected the 100 well developed magnetic substorms which signature of the IL indicator was associated with a typical substorm feature [e.g., Rostoker et al, 1980]: the abrupt drop of the IL indicator was more than 200 nT within 10-15 min, the magnetic bay lasted less than 3 hours, before this bay there were no magnetic disturbances higher than 200 nT. To study the In the 88 isolated substorm events, there were auroral hiss bursts observed before substorm onsets, and only 12 substorms did not accompanied by auroral hiss.
Thus, we found that the majority of the auroral hiss bursts recorded at KAN occurred prior to substorm onset and accompanied by the equatorward movement of the pre-breakup auroral arcs which were originally located far poleward from KAN. Such auroral arc dynamics are typical for the substorm growth phase (e.g., Sergeev et al., 2011).

The concept of an existence of a growth phase prior to the magnetic substorm onset was previously discussed by several authors (e.g., Pudovkin et al., 1968; McPherron, 1970; Sergeev et al., 2011). They demonstrated some magnetospheric phenomena at this time, such as temporal activation of the pre-breakup quiet auroral arcs and their gradual equatorward shift, Pi2 geomagnetic pulsations, and soft electron precipitation enhancement. The substorm growth phase lasts from several minutes up to 2-3 hours.

We suppose that in the equatorward area of the auroral oval, the auroral hiss bursts exhibit a typical ground-based signature of the substorm growth phase. This is contrary to the previous results (e.g., Makita, 1979; LaBelle and Treumann, 2002) obtained in the poleward region of the auroral oval, at Syowa Station (MLAT ~70°S), which showed that there the impulses of the auroral hiss could be observed in any phase of the substorm, but mainly in the substorm expansion phase. We found that at lower latitudes (KAN, MLAT= 64.2°N), i.e., in the equatorward part of the auroral oval, the auroral hiss bursts typically appear prior to substorm onset, i.e., in the substorm growth phase, and the sudden substorm onset suppresses the auroral hiss appearance.

This apparent contradiction may be the result of the spatial-temporal dynamics of the localized upward FACs that correspond to the precipitation of the low-energetic electrons during the substorm cycle: in the substorm growth phase, all these processes develop in the equatorward area of the auroral oval, while in the substorm expansion phase they move to much higher latitudes as well (e.g., Hones, 1985, Sergeev et al., 2011).

The global maps of FAC distribution, obtained by AMPERE data during the substorm cycle, demonstrated an excellent agreement with the paradigm of the polar cap expansion in the substorm growth phase. The ground-based feature of the auroral hiss at different latitudes is controlled by the spatial-temporal dynamics of the substorm progress.

Conclusion

The analysis of the observations of the 11 winter months (2015-2018) of the auroral hiss at Kannuslehto (KAN, MLAT = 64.2°) in Northern Finland has been performed. This station is located in the equatorial area of the auroral oval.

The analysis of the 100 events of the “classical” substorms recorded within the local time of the typical auroral hiss occurrence (17-21 UT) showed that in the 88 events, the substorm growth phase was accompanied by the auroral hiss bursts. This is different from the previous results obtained at the Antarctic Syowa Station (MLAT ~70°S), i.e., in the poleward part of the auroral oval, where the auroral hiss impulses were found to be typical for the substorm expansion phase.

We suppose that this apparent contradiction is caused by the spatial-temporal dynamics of the Field Aligned Currents (FACs) in the substorm progress: in the substorm growth phase, the FACs are located at lower latitudes, and in the substorm expansion phase they shift poleward.
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Abstract.
The auroral hiss emission is generated at altitudes of about 10000 - 25000 km as a result of the Cherenkov radiation of precipitating soft electrons. Electromagnetic waves propagate from the generation region to the ground at frequencies between the lower hybrid resonance frequency and the electron gyro-frequency. Ground-based observations of the auroral hiss are typically accompanied by a visible aurora. The ground-based observations of the auroral hiss at two points, namely Kannuslehto (Finland) and Lovozero (Russia) located at about the same high geomagnetic latitudes and spaced in longitude by ~400 km have been made simultaneously. We proposed and used a new approach to estimate the arrival angles of the auroral hiss observed at the ground. It is shown that the ionospheric exit region of auroral hiss is located southward of the visible aurora. To explain the experimental results, we applied a model of the auroral hiss propagation from the generation region through the ionosphere to the ground. The results of modeling are consistent with the observations.

Introduction
It is known that auroral hiss emission is generated at the altitudes of about 10000 - 25000 km as a result of the Cherenkov radiation of precipitating soft electrons. Electromagnetic waves propagate from the generation region to the ground at frequencies between the lower hybrid resonance frequency and the electron gyro-frequency. Ground-based observations of the auroral hiss are typically accompanied by a visible aurora. We consider the auroral hiss registered at two points located close each other at high geomagnetic latitudes and spaced in longitude by 400 km: Kannuslehto (KAN, Finland) and Lovozero (LOZ, Russia). The map of the observation sites is presented in figure 1.

The aim of our paper is to study the relationship between the auroral hiss exit region location and the associated visible aurora.

Fig. 1. The map of the observation sites. Kannuslehto, Finland (KAN) and Lovozero, Russia (LOZ).
Equipment

Both stations are equipped with similar VLF receivers. The sensors consist of two orthogonal magnetic loop antennas and one vertical electric dipole antenna. Two orthogonal magnetic loop antennas measure horizontal components of the magnetic field $H_x, H_y$ while a vertical dipole antenna measures the vertical component of the electric field $E_z$ in the Cartesian coordinate system with the X-axis directed to the North, Y – to the East and Z directed downwards. Because of the large ground conductivity, $E_x, E_y$ and $H_z$ components are small and not recorded. Measurements of three components allow finding the arrival angle $\varphi$ of electromagnetic waves without ambiguity of $\pm 180^\circ$. We define this angle as the angle between the inverted Poynting vector and the northward direction.

Fig. 2. Spectrograms of the auroral hiss registered in KAN and LOZ between 18:00 and 20:00 UT on 20 Dec 2018.

Direction finding method

Ground-based observations of VLF auroral hiss exhibit random changes of the arrival angle. Representation of this angle by its probability density function provides valuable information about the propagation and generation properties of VLF emissions. In this work we estimate the location of the exit region of VLF auroral hisses using a distribution of Poynting vector magnitude over the arrival angle.

The magnitude and the direction of a Poynting vector are defined by the formula below:

$$\tilde{S} = \frac{1}{2} \text{Re}(\hat{E} \times \hat{H}) = \frac{1}{2} \left( -\text{Re}(\hat{E}_z \hat{H}_y^*) \hat{e}_x + \text{Re}(\hat{E}_y \hat{H}_x^*) \hat{e}_y \right)$$

Here $\hat{H}_x, \hat{H}_y$, and $\hat{E}_z$ are $H_x, H_y$, and $E_z$ components after the Hilbert transform, the asterisk denotes the complex conjugate, symbol Re stands for real part of a value.

To estimate the distribution of $\varphi$, we choose a time interval of 120 seconds in the vicinity of the auroral hiss intensity maxima. For every data sample, we calculate Poynting vector components and average them in the time interval of 0.1 seconds. When estimating the distribution of Poynting vector magnitudes over the arrival angles the range of possible angles was divided by equal sectors. Then we calculate mean value of the magnitude of $\tilde{S}$ in every sector, thus obtaining the distribution of the magnitudes over the arrival angles.
Observation of the auroral hiss

We analyzed the auroral hiss registered in KAN and LOZ at 18:00 - 20:00 UT on 20 Dec 2018. The spectrograms of the auroral hiss are shown in Fig. 2. To analyze propagation properties of the auroral hiss we filtered the components using a bandpass filter with center frequency $f_c = 8500$ Hz and bandwidth $f_{bw} = 1000$ Hz. Assuming that the filtered signal is stationary and ergodic we calculated the distribution of Poynting vector magnitudes over the arrival angles. The results of our calculations are presented in Fig. 3 (left). It is clearly seen that the location of the wave exit region changed with time. Initially, the wave exit region located north-east of both stations and moved to the position between the stations later. Then the situation repeated and wave exit region again located north-east of the stations moving finally to the previous position. The registered emissions are accompanied by visible aurora. The all-sky camera data at Abisko station located ~300 km to North-West from KAN showed the aurora occurrence far northward (these data do not show here).
Auroral hiss generation and propagation model

To explain the observed results, we simulated the auroral hiss propagation from the generation region to the ground through the plane-stratified ionosphere according to the methods described in the paper [Lebed et al., 2018]. A sketch of the model is shown in Fig. 4.

Auroral hiss is generated via Cherenkov resonance at altitudes of about 10000 ÷ 20000 km with $k/k_0 >> 1$, $k$ is the wave vector magnitude, $k_0 = \omega/c$, $\omega$ is wave angular frequency, $c$ - speed of light in free space. It propagates at electrostatic whistler mode to lower altitudes (about 3000 km) where waves with $1/k/k_0$ are scattered by meter-scale irregularities to the propagation cone $-1<k/k_0<1$. Only a small part of the scattered waves propagates to the ground.

The auroral electrons are precipitated along the geomagnetic field line, however, the results of simulation show that the auroral hiss is observed southward of the precipitating region due to deviation of the waves in the propagation cone from the magnetic field line to the vertical.

Discussion and conclusions

The analysis of the 20Dec2018 event showed that the first and third bursts of auroral hiss arrived to KAN and LOZ from North-East, and the correspondent aurora was observed far to the North as well. We may assume that the precipitating electron generating hiss were located much far northward from KAN and LOZ, thus exit area of the considered auroral hiss may locate at much higher geomagnetic latitudes. It matches with the described above model of these wave propagation from the wave generation region to the ground [Lebed et al., 2018].

Thus, we proposed a new approach to estimate the arrival angles of the auroral hiss observed on the ground and applied it to VLF auroral hiss observations at KAN and LOZ. The proposed model shows that the ionospheric exit region of the auroral hiss is located southward of the visible aurora and soft electron precipitation. The results of modeling are consistent with the observation results.
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Abstract.
The series of the solar flares took place in September 2017. In this work we presented the TEC response on the intense solar flare (X9.3) that occurred on 6 September 2017. According to GOES satellite, this flare started at 11:53 UT and had the peak of intensity at 12:02 UT. Solar flare effects in TEC for sun light ionosphere were carried out using IGS and EPN GPS network. Stations are grouped around latitude of 50°N and ranging from ~85°W to ~100°E longitudes. Direct response of TEC on the solar flare was be connected with the TEC variations along the satellite passes over individual stations. The maximal TEC enhancement was ~ 2.5-2.7 TECU during the local noon time. We found out the significant linear correlation between the TEC enhancement and the solar zenith angle. We examine the spatial and temporal changes of TEC during the solar flare using TEC maps over Europe. The maximal time resolution of these maps was 5 min. The maps demonstrated the sudden TEC enhancement after 12 UT over whole Europe. Differential maps between 5 and 6 September 2017 were also formed. The five-minute resolution maps of TEC shown the essential TEC dynamics during the solar flare.

Introduction
The investigation of the solar flares is of interest for an ionospheric researches, the space weather application [Yamauchi M. et al., 2018] and also the GPS/GLONASS navigation [Berdermann J. et al., 2017], [Yasyukevich Y. et al., 2018].

A solar flare is associated with the significant enhancements of the solar irradiation fluxes, from X-ray to EUV radiations.

During solar flares, the sudden increase in the X-ray and EUV causes the increase ionization of the Earth’s ionosphere. It is generally accepted that the X-rays penetrate deep into the ionosphere and could cause the enhanced D region ionization during solar flares, the EUV flux increases the ionization in the E and F regions of the ionosphere. For the intensive solar flare of 7 September 2005 [Bo X. et al., 2011] shown that the average percentage enhancements of the electron density during the flare are more than 200 % near the E region peak height but only about 10% near the F region peak height. A poor correlation was observed between the X-ray fluxes and the EUV fluxes during solar flares (only 0.66 was the correlation coefficient) [Mahajan K. et al., 2010] while after the correction to the central meridian distance (CMD) the correlation coefficient between $\Delta$X-ray*cos(CMD) and $\Delta$EUV reaches 0.90 [Le H. et al., 2013]. But the X-ray flux could use as the indicator of the solar flare intensity.

The GPS TEC data were wildly used now to describe the ionospheric response to the solar flares. Dual-frequency observations of the GPS signals provide the TEC measurement with the higher spatial and temporal resolution. Methods of the detection of solar flares using the GPS/TEC measurements were presented by [Afraimovich E. et al., 2000; Hernandez-Pajaes M. et al., 2004; Liu J.Y. et al., 2004; Hazarika et al., 2016]. Several scientific investigations have been carried out to the study of the global response of the ionospheric total electron content (TEC) to many intense solar flares in the recent years.

The ionospheric effect depends on the solar flare location on the solar disk. Flares with the same X-ray level produce a stronger ionospheric response if they have a smaller central
meridian distance (CMD) [Le H. et al., 2013; Leonovich L.A. et al., 2010]. The TEC enhancement reduces with the increase of the zenith angle of the solar flare.

This result was in contrasting to the earlier study by Mendillo M. et al. (1974), in which was found that no exists the correlation between the TEC enhancement and the solar zenith angle. At the same time the correlation between the TEC enhancement and the solar zenith angle was shown by Garsia-Rigo M. et al. (2007). So, the ionospheric effects were differed for different flares. However, due to the complexity and variety of ionospheric response to the solar flares, still further studies are needed, and these studies remain relevant to this day. In this work we presented the detail analyses of the TEC response to the strong flare (X9.3) of 6 September 2017.

Method and data

The dual-frequencies phase of the GPS observations was used to extract the solar flare effects in the GPS/TEC measurements. An absolute TEC values were obtained using the procedure which was presented by Shagimuratov I. et al. (2013). The TEC variations along the individual satellite passes were used as the initial data of the sores. The enhancement of the TEC was evaluated by the subtracting of the background TEC values before the solar flare, similar method was outlined by Hazarika et al. (2016). The peak of the enhancement (ΔTEC) was used to describe the TEC responses to the solar flare. In Table 1 some parameters discussed X9.3 class flare are presented.

Table 1. Time parameters of the flare on September 06, 2017

<table>
<thead>
<tr>
<th>Class</th>
<th>Data</th>
<th>UT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>start</td>
</tr>
<tr>
<td>X9.3</td>
<td>2017/09/06</td>
<td>11:53</td>
</tr>
</tbody>
</table>

Figure 1 shows the variations of the X-ray fluxes observed by the geosynchronous satellite GOES-13 (www.spaceweatherlive.com) and the map of the active regions of the Sun provided by the Mees Solar Observatory for the event on 6 September 2017.

Fig.1 Variations of the X-ray intensity and the active regions maps of the Sun for the solar flare (X9.3) on 6 September 2017.

The positions of the active regions are given in the both heliographic and heliocentric co-ordinates: S27W38 (519", -476").
Results

a) occurrence of the solar flares at different longitudes

The detail occurrence of the solar flares was analyzed using the temporal variations of the TEC along the satellite passes as well as in the time derivative of the TEC, dTEC/dt (dt=1 min). The TEC enhancement is clearly seen over all stations located on the sunlight region (Fig. 2). The unit of the TEC is TECU (1 TECU = 10^{16} \text{ electron/m}^2). The over ionization is clearly seen for the different stations at almost the same UT time.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig2.png}
\caption{The variations of the TEC along satellite passes over stations NVSK (54.7°N; 83.2°E), KLG1 (54.5°N; 20.5°E), STJO (47.4°N; 52.7°W). Red lines market the TEC, blue lines — dTEC/dt, black lines indicated the satellite trajectory.}
\end{figure}

b) dependence of the TEC enhancement on the solar zenith angle

The solar zenith angle is an important parameter for the study of the solar ionization of the Earth atmosphere. The solar irradiance increase during the solar flare, and, as a consequence, it evokes to the TEC enhancement.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig3.png}
\caption{The spatial locations of the stations (green dots) were used for the analysis the dependence of the ∆TEC vs the solar zenith angle. Red lines are the lines of the solar terminator.}
\end{figure}

Figure 3 shows the worldwide locations of the GPS stations which were used to evaluate the TEC enhancement in depending on the solar zenith angle. To reduce the latitudinal influence of the TEC response, the stations are grouped around the latitude of 50°N. A longitudinal distribution of the GPS stations ranging from the sunrise to the sunset. Our observations shown that the closer location was to the subsolar point, the larger TEC enhancement was observed. As it was presented previously [Krankowski A. et al. 2003; Garcia-Rigo M. et al., 2007] the TEC enhancement depend on the solar zenith angle.

The longitudinal and latitudinal views of the dependence of the ∆TEC on the solar zenith angle is plotted in Fig. 4 for the stations presented in the Figure 3. An analysis shows that the
values of the TEC enhancement were some differ for the different satellite passes observed by each stations. We averaged the ΔTEC values over all satellites visibly by the stations. From the figure it is, seen the significant dependence of the ΔTEC on the solar zenith angle: the value of ΔTEC increases with the decreasing of the solar zenith angle. The solid lines in Figure 4 are the corresponding linear regressions. A linear regression equation to estimate the ionospheric TEC responses to a solar flare is as follows:

$$\Delta \text{TEC} = -0.03 \times \chi + 3.97.$$  

The correlation coefficient was $R=0.853$. It is the latitudinal view. 

$$\Delta \text{TEC} = -0.04 \times \chi + 4.39.$$  

The correlation coefficient was $R=0.939$. It is the longitudinal view.

$\Delta \text{TEC}$ was obtained as mean values using of the TEC measurements over stations located near the longitude of 25°E.

$\Delta \text{TEC}$ was obtained as mean values using of the TEC measurements over stations located around the latitudes of 50°N.

![Fig. 4. Scatter plots of the observed ΔTEC vs. zenith angle (χ), the longitudinal (left) and the latitudinal (right) views.](image)

Figure 4 illustrates the TEC maps over Europe on the time interval 08 - 19 UT. It can be seen clearly that the TEC enhancement took place after 12 UT. Maximal effect was occurred at the southern stations.

![Fig.5. The 1-hour resolution maps of the TEC over Europe for 5 and 6 September 2017.](image)
c) spatial occurrence the solar flare

For the analysis of the spatial distribution of the TEC during the solar flare, TEC maps over Europe were produced. We used the GPS measurements collected by the 150÷180 GPS stations. In the multi-site algorithm, simultaneous GPS measurements at all stations used to obtain the spatial pattern of the solar flare. The distinct European GPS network provides the high spatial resolution and the TEC accuracy. The description of a technique forming of the TEC maps was presented by Shagimuratov et al. (2013).

Figure 6 shows the differential TEC maps with 1-hour interval between 5 and 6 September 2017 for the period 08-19 UT. The positive effect after 12 UT is clearly observed. Five-minute maps of the TEC shown the essential dynamics of the response of the TEC to the solar flare.

Conclusions

The flare caused a sudden increase of the TEC over whole sunlight ionosphere. The response of the TEC to the flare was evaluated by the diurnal variation of the TEC and the ROT over the selected stations. More detailed information on the TEC dynamics during the flare can be derived from the TEC variations along the satellite passes over individual stations. We found a significant linear correlation between the TEC enhancement and the solar zenith angle. The latitudinal behavior of the TEC response to the flare demonstrates also a linear dependency with the latitude. The peak of the TEC enhancements is delayed about only 2-3 min relative to the peak X-ray intensity. The maximal effect of ~3.0 TECU was reached at the solar zenith. A percentage of the TEC enhancement was about 20.

To estimate the spatial and the temporal changes of the TEC during that solar flare, we examine the high resolution of the TEC maps over Europe. The temporal resolution of these maps was 5 min. The maps...
demonstrate a sudden TEC enhancement after 12 UT over whole Europe. The larger enhancement took place at the lower latitudes. The recovery stage lasted more than 1-2 hours. We analyzed also the differential TEC maps in the period between 5 and 6 September 2017. The 5-min differential TEC maps shown an essential dynamics of the TEC response to the solar flare.
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Abstract.
The effect of the nitric oxide NO on the 5577Å emission intensity during electron polar aurora is studied. It is shown that the reaction \( \text{O}_2^+ + \text{NO} \) is a significant channel of the 5577Å intensity suppression. This reaction reduces the contribution of \( \text{O}_2^+ \) dissociative recombination in the O(\(^1\)S) excitation. The approach of evaluation of nitric oxygen density in the polar region using the ground based photometer data of intensity of 4278Å, 5577Å and 6300Å emissions, is suggested based on the research. The NO density is determined using the photometer emission intensity data obtained Polar Geophysical Institute observatories. This NO density is between \( 1 - 3.3 \times 10^8 \) sm\(^{-3}\). It is noticed that the obtained estimations indicate the absence of correlation between the 4278 Å intensity and the NO density.

Introduction
Being a small component of the atmosphere, nitric oxide plays an important role in physicochemical processes taking place during auroral electron precipitations. Nitric oxide is produced in the polar ionosphere when charged particles are precipitating in the earth's atmosphere. Due to its long lifetime, nitric oxide is accumulating in the atmosphere. Therefore the NO concentration generally depends on the duration and the intensity of auroral activity preceding the event studied.

The direct mass-spectrometer measurements of the NO density, which were made in the aurora, are absent. The evaluations of the NO density in aurora were made using the rocket measurements of the atmosphere ion composition and intensity of the NO\(_2\) continuum emission at 5200Å [Swider and Narcisi, 1977, Sharp, 1978], as well as the NO density obtained from satellite measurements of the NO (1-0) band intensity [Siskind et al., 1989]. Estimates show that the NO density in the altitude profile maximum varies by a factor of 10^2.

In this connection, the search is actual for the possibilities of diagnosing the NO density by the data of optical observations of the particular aurora shapes, which are made from both the earth’s surface and on board the space apparatuses.

The nitric oxygen effect on the 5577 Å emission
Consider a possibility of diagnostics of the "instantaneous" NO density in the aurora, using the measured intensities of atomic oxygen emissions at 5577Å and 6300 Å and the N\(^2\)+ First negative system emission at 4278 Å, because these emissions are often observed by ground-based photometer during aurora.

How does the nitric oxide concentration affect on the emissions intensities, first of all, the green line intensity because this emission is related to nitric oxide through chemical reactions. Some of the channels of the production of the atomic oxygen \(^1\)S state which is the source of auroral 5577Å emission, are:

a) a dissociative recombination of the molecular oxygen ion: \( \text{O}_2^+ + e \rightarrow \text{O}(^1\text{S}) + \text{O}(^1\text{D}) \)
b) a collisional reaction between molecular oxygen ion and excited nitrogen:
\[
\text{O}_2^+ + \text{N}(^4\text{S}) \rightarrow \text{NO}^+ + \text{O}(^1\text{S})
\]

In turn, the molecular oxygen ion interacts with nitric oxide: \( \text{O}_2^+ + \text{NO} \rightarrow \text{NO}^+ + \text{O}_2 \)
Besides, nitric oxide suppresses the excited oxygen $O(^{1}S)$: $O(^{1}S) + NO \rightarrow O + NO$.

The various reactions contribution to the $O(^{1}S)$ production for different NO densities has been calculated by the physicochemical model of aural ionosphere, characterized in detail in [Dashkevich et al., 2017]. The model is constructed on the basis of the data available in scientific literature and comprises 56 physicochemical reactions, of which 23 reactions take place with the participation of odd nitrogen NO, N (4S), N (2D). The input parameters of the model are the neutral atmosphere model and the precipitating electrons flux parameters. The MSIS-90 has been taken as a neutral atmosphere model. The energy spectrum of the precipitating electrons flux was specified as the Maxwellian distribution: $N(E) = N_0 E \exp(-E/E_0) / E_0^2$, where $N_0$ and $E_0$ are the initial particles flux and the characteristic energy, respectively.

The nitric oxide density in the altitude profile maximum $[NO]_{\text{max}}$ was varied between $10^7$ and $10^9$ cm$^{-3}$, the characteristic energy $E_0$ was varied within the interval of 1-10 keV. This interval corresponds to the average energy of the precipitating electrons inducing arc- and band-shaped aurora.

Figure 1 shows the calculated relative contributions of physicochemical reactions to the $O(^{1}S)$ production in the aurora, depending on the $[NO]_{\text{max}}$ value. The figure shows that the contribution of dissociative recombination being one of the basic channels of $^{1}S$ excitation, greatly depends on the NO density, and this contribution increasing with the increase of the average energy of the precipitating electrons flux.

![Fig.1. The contribution of various reactions to the formation of excited atomic oxygen $O(^{1}S)$](image)

Thus, the NO density value may be expected to influence the green line intensity. Presented in the figure 2 are the dependencies of the 5577 Å intensity on the $[NO]_{\text{max}}$ value, which are calculated at the energy flux of 1 erg cm$^{-2}$ s$^{-1}$. It is seen that with the increase of the $[NO]_{\text{max}}$ value by a factor of $10^3$, the green line intensity decreases by 30-70% within the range $E_0$ between 1 to 10 keV.

**The NO diagnostics in the aurora.**

As the green line intensity is sensitive to the nitric oxide density, consider a possibility to carry out estimations of the nitric oxide density using the measured intensities of emissions at 4278Å, 5577Å and 6300 Å.

![Fig.2. Dependencies of the 5577 Å column emission rate on the nitric oxide density in the altitude profile maximum $[NO]_{\text{max}}$ value](image)
The auroral emissions intensities depend on the average energy and energy flux of precipitating electrons. But the $I_{5577}/I_{4278}$ and $I_{6300}/I_{4278}$ volume emission rate ratios slightly depend on the precipitating electrons energy flux, Figure 3 shows that. The calculation was made by physicochemical model of auroral ionosphere [Dashkevich et al., 2017]. Hence, the $I_{5577}/I_{4278}$ ratio is mainly determined by the values of $E_0$ and NO density. Figure 4a shows the dependence of the $I_{5577}/I_{4278}$ ratio on $[\text{NO}]_{\text{max}}$ for $E_0$ in the range of 1 to 10 keV.

![Fig.3. Dependencies of $I_{5577}/I_{4278}$ and $I_{6300}/I_{4278}$ value from the energy flux of precipitating electrons](image)

Among the channels of excitation of $^1\text{D}$ state atomic oxygen which is the source of emission at 6300 Å, there are two channels subject to the process of nitric oxide deactivation. These are a dissociative recombination and a radiative transition $\text{O}(^1\text{S}) \rightarrow \text{O}(^1\text{D}) + hv$. However, calculations showed that the $I_{6300}/I_{4278}$ ratio demonstrates slight dependence on $[\text{NO}]_{\text{max}}$ value. This is shown in the picture 4b.

As shown by [Rees and Luckey, 1974], it is possible to estimate $E_0$ from the $I_{6300}/I_{4278}$ ratio. Shown in Figure 5 are the calculated dependence of the $I_{6300}/I_{4278}$ volume emission rate ratio on $E_0$ for a $[\text{NO}]_{\text{max}}$ lying within the range of $10^7 \div 10^{10}$ cm$^{-3}$.

![Fig.4. Dependencies of $I_{5577}/I_{4278}$ and $I_{6300}/I_{4278}$ value on the nitric oxide density in the altitude profile maximum $[\text{NO}]_{\text{max}}$](image)

![Fig.5. The dependence of the $I_{6300}/I_{4278}$ value from characteristic energy $E_0$.](image)

Thus, we can determine the nitric oxide density by the following algorithm:
1) based on the measured $I_{6300}/I_{4278}$ ratio, we gain an estimation of characteristic energy $E_0$ of the precipitating electron flux (Figure 5).

2) based on the dependence of the $I_{5577}/I_{4278}$ ratio on $[\text{NO}]_{\text{max}}$ for the $E_0$ found, we determine the nitric oxide density in the altitude profile maximum (Figure 4a).

3) based on $[\text{NO}]_{\text{max}}$ gained, we reconstruct the nitric oxide altitude profile using the physicochemical model of the auroral ionosphere [Dashkevich et al., 2017].

Approbate the proposed technique of estimating $[\text{NO}]_{\text{max}}$ in aurora using the data obtained into coordinated rocket-satellite experiment. Presented in [Rees et al, 1977, Sharp, 1978, Sharp et al, 1979] are the results of these measurements of OI 5577Å and 6300 Å intensities and 1NG N$_2^+$ 3914 Å intensity. Also given are the estimates of the NO density in aurora. Using the results of emission intensities measurements presented in these studies, and the technique presented above, we determined the characteristic energy $E_0$ of the precipitating electrons flux and estimated the nitric oxide density $[\text{NO}]_{\text{max}}$. The value of $[\text{NO}]_{\text{max}}$ is shown in Figure 6 together with the altitude profile of the NO density, normalized on this maximum and modeled within the disturbed ionosphere model [Dashkevich, et al., 2017]. Also presented here are the NO density estimations obtained in [Sharp,1978] using both the intensity of the NO$_2$ continuum emission at 5520 Å and the measured $[\text{NO}^+]$/[O$_2^+$] ratio. The figure shows good consistence of the NO estimation obtained by technique proposed above with the experimental obtained values.

**Experimental result**

The nitric oxide density has been assessed using the data of photometer observations at the 4278Å, 5577Å and 6300 Å emissions, made in Polar Geophysical Institute observatories. The experimental data include 1335 measurements in 8 midnight series at the observatory Lovozero ($\Phi^\prime = 64.17^\circ N$) and 1200 measurements at the observatory Tumanny ($\Phi^\prime = 65.24^\circ N$). The 4278 Å emission intensity is in the range between 1-2 kR. The data have been grouped in 100 R ranges of 4278 Å emission intensity and averaged on two stations.[Dashkevich et al.,2006]

At the first stage were determined the parameters precipitating electrons flux, namely:

![Fig.6. The estimated of $[\text{NO}]_{\text{max}}$ (ball), modeled altitude profile of the NO density (solid line) and the NO density estimations obtained in [sharp,1978] (dashed line).](image)

<table>
<thead>
<tr>
<th>Sample</th>
<th>$I_{477.56}$ R exp</th>
<th>$I_{5577}/I_{4278}$ exp</th>
<th>$I_{6300}/I_{4278}$ exp</th>
<th>$E_0$, eV calc</th>
<th>$[\text{NO}]_{\text{max}}$, $10^6$ cm$^{-3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>150</td>
<td>5.21±0.55</td>
<td>1.63±0.14</td>
<td>1039</td>
<td>1.6</td>
<td></td>
</tr>
<tr>
<td>250</td>
<td>5.31±0.43</td>
<td>1.46±0.28</td>
<td>1116</td>
<td>1.6</td>
<td></td>
</tr>
<tr>
<td>350</td>
<td>5.35±0.44</td>
<td>1.17±0.22</td>
<td>1291</td>
<td>1.8</td>
<td></td>
</tr>
<tr>
<td>450</td>
<td>5.49±0.43</td>
<td>1.07±0.18</td>
<td>1370</td>
<td>1.7</td>
<td></td>
</tr>
<tr>
<td>550</td>
<td>5.38±0.5</td>
<td>0.90±0.24</td>
<td>1541</td>
<td>2.3</td>
<td></td>
</tr>
<tr>
<td>650</td>
<td>5.48±0.32</td>
<td>0.84±0.16</td>
<td>1607</td>
<td>2.2</td>
<td></td>
</tr>
<tr>
<td>750</td>
<td>5.52±0.44</td>
<td>0.88±0.21</td>
<td>1559</td>
<td>2.2</td>
<td></td>
</tr>
<tr>
<td>850</td>
<td>5.82±0.38</td>
<td>0.72±0.17</td>
<td>1780</td>
<td>1.5</td>
<td></td>
</tr>
<tr>
<td>950</td>
<td>5.87±0.62</td>
<td>0.61±0.13</td>
<td>1987</td>
<td>1.4</td>
<td></td>
</tr>
<tr>
<td>1100</td>
<td>6.12±0.66</td>
<td>0.68±0.29</td>
<td>1858</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>1350</td>
<td>5.84±0.77</td>
<td>0.56±0.17</td>
<td>2102</td>
<td>1.7</td>
<td></td>
</tr>
<tr>
<td>1700</td>
<td>5.46±0.12</td>
<td>0.44±0.12</td>
<td>2465</td>
<td>3.3</td>
<td></td>
</tr>
</tbody>
</table>
the characteristic energy $E_0$ and the particle flux $N_0$. The values of characteristic energy $E_0$ were estimated from the $I_{6300}/I_{4278}$ ratio measured in the observations. The values of the particle flux $N_0$ were determined from measured 4278 Å intensities.

The second stage included the evaluation of the nitric oxide density in the altitude profile maximum and simulation of the altitude distributions of the NO density. The absolute NO density values for each particular case were determined based on reaching the best consistency between the calculated values of the $I_{6300}/I_{4278}$ volume emission rate ratio and measured one. The experimental data, estimated average energy $E_0$ and evaluated values of the NO density in the altitude profile maximum $[\text{NO}]_{\text{max}}$ are presented in Table 1.

It is necessary to note that the results resaved at this research evidence that the absence of direct correlation between the NO density and the 4278 Å emission intensity, and, hence, the auroral brightness. The absence of such correlation may be explained by a greater period of the lifetime of the nitric oxide, which can accumulate in the ionosphere. So the NO density amount in aurora in each particular case may be determined not only by the precipitating electrons flux intensity but also by the duration and the intensity of the auroral activity prior to the event studied.

Conclusions
1. The effect of the nitric oxide on the 5577 Å emission in aurora induced by electrons precipitation, has been studied. It is shown that the reaction of $\text{O}_2^+ + \text{NO} \rightarrow \text{NO}^+ + \text{O}_2$ is a channel of the 5577 Å emission suppression. This reaction diminishes the contribution of the dissociative recombination into the production of the atomic oxygen $^1S$ state.
2. It is shown, the nitric oxide does any effect on the intensities ratio $I_{6300}/I_{4278}$. This ratio mainly depends on the precipitating electrons energy. In turn, the $I_{5577}/I_{4278}$ intensities ratio depends on both the nitric oxide density and the electrons energy. Based on this fact, the technique of NO density estimation in the aurora by the data of photometer measurements at 4278 Å, 5577 Å and 6300 Å is suggested in this study.
3. Also presented are the estimations of the nitric oxide content in aurora. The model calculations are made based on ground-based photometer measurements of the 4278 Å, 5577 Å and 6300 Å intensities in the midnight sector of the auroral oval. It is shown that the NO density in the maximum of altitude profile $[\text{NO}]_{\text{max}}$ is within the interval of $1\times3.3 \times 10^8$ cm$^{-3}$ for aurora with the 4278 Å intensity within the interval from 0.1 to 2 kR. No direct correlation has been found of the amount of the nitric oxide with auroral brightness.
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Abstract.
Efficiencies of six O(^1S) excitation mechanisms and seven O(^1D) excitation mechanisms in aurora were studied using a numerical modeling with the novel time-dependent physico-chemical model of auroral atmosphere. It is shown that in interval 90-200 km the main mechanism of the ^1D state excitation is electron impact on atomic and molecular oxygen. The ^1S state excitation occurs mainly by electron impact on atomic oxygen and energy transfer from N2(A^3).

Introduction
In the polar aurora, the sources of the green line emission 5577Å and the red line emission 6300Å are the excited oxygen atoms in the ^1S and ^1D states, respectively. As these lines are among the strong ones in the polar aurora, being induced by electron precipitation, it is very important to understand the mechanisms of the excited oxygen atoms production and quenching. In the electron aurora, O(^1D) and O(^1S) atoms are formed as a result of direct energetic electrons impact on atomic and molecular oxygen, as well as in the course of different physicochemical reactions taking place in electron precipitations.

The direct electrons impacts are:
\[ O + e^* \rightarrow O(^1S,^1D) + e \] (1),
\[ O_2 + e^* \rightarrow O(^1D) + e \] (2).

The different physicochemical reactions are:

a) reactions in which both of the considered atoms are formed:
\[ O_2^+ + e \rightarrow O(^1S) \] (3),
\[ N(\bar{2}P) + O_2 \rightarrow NO + O(^1S,^1D,^3P) \] (4),
\[ N^+ + O_2 \rightarrow NO^+ + O(^1D,^1S) \] (5);

b) reactions in which only the atom O(^1S) is formed:
\[ O_2^+ + N(^4S) \rightarrow NO^+ + O(^1S) \] (6),
\[ N_2(A^3Σ^+_u) + O \rightarrow N_2 + O(^1S) \] (7);

c) reactions in which only the atom O(^1D) is formed:
\[ O(^1S) \rightarrow O(^1D) + h\nu \] (8),
\[ N(^2D) + O_2 \rightarrow NO + O(^3P,^1D) \] (9),
\[ N(^2D) + O \rightarrow N(^4S) + O(^3P,^1D) \] (10).

The efficiencies of individual excitation channels of ^1S and ^1D states of atomic oxygen in aurora has been repeatedly considered in papers [Solomon et al.,1988, Cattinger et al., 1985, Rees,1984 , McDade et al., 1985]. The purpose of this work is to study the complete set of known excitation channels of ^1S and ^1D states using a single physicochemical model of the polar ionosphere, which defines the electron flux energy dissipation processes [Dashkevich et al, 2017].
The calculation method

A comparison of the different excitation mechanisms of the atoms under consideration was made using the physicochemical model of the polar ionosphere [Dashkevich et al., 2017]. The model allows the calculation of: the altitude concentration profiles for the following ionosphere components: \( \text{N}_2^+ \), \( \text{O}_2^+ \), \( \text{O}^+ (\text{S}) \), \( \text{O}^+ (\text{D}) \), \( \text{O}^+ (\text{P}) \), \( \text{O}^+ (\text{D}) \), \( \text{O}^+ (\text{S}) \), \( \text{N}_2^+ \), \( \text{N}_2^+ (\text{A}) \), \( \text{N}_2^+ (\text{B}) \), \( \text{N}_2^+ (\text{C}) \) and for the electrons in the auroral ionosphere; the temporal dynamics of the ionosphere components concentrations; the altitude profiles of the basic auroral emissions intensities, including 4278 A, 5577 A, 6300 A. The input parameters for the numerical model are the atmosphere neutral components concentrations and the electron flux parameters.

The calculations were made in the neutral atmosphere model MSIS-90 for the electron fluxes with the initial energy spectrum \( N(E) = N_0 E \exp(-E/E_0)/E_0^2 \), where \( N_0 \) and \( E_0 \) are the initial particle flux and the characteristic energy, respectively. The characteristic energy varied within 1-5 keV. This range of characteristic energies corresponds to the mean energies of the typical auroral precipitations forming the polar aurora arcs and bands. All the calculations made are normalized to a single energy flux of 1 erg cm\(^{-2}\) s\(^{-1}\).

The green line intensity is sufficiently dependent of the nitric oxide concentration in the atmosphere. So, in numerical modeling, the nitric oxide concentration maximum is \( 2 \times 10^8 \) cm\(^{-3}\), which corresponds to the experimental estimation of the NO-concentration in the polar aurora. [Dashkevich, Ivanov, 2019]

Results

Figure 1 shows the altitude profiles of the concentration of the atomic oxygen in the \(^1\text{S}\) state, calculated for electron fluxes with characteristic energies \( E_0 \) equal to 1, 3, and 5 keV. From the figures one can see that at the altitude range of 90-200 km, the dominating contribution into the \( \text{O}^+ (\text{S}) \) excitation is made by the direct impact \( \text{O} + e^* \rightarrow \text{O}^+ (\text{S}) + e \) and by the reaction \( \text{N}_2(A^3\Sigma_u^+) + \text{O} \rightarrow \text{N}_2 + \text{O}^+ (\text{S}) \). A distinctive feature of the channel for dissociative molecular oxygen ion recombination \( \text{O}_2^+ + e \rightarrow \text{O}^+ (\text{S}) + \text{O}^+ (\text{D}) \) is pronounced decrease of its contribution into the range of the altitude profile \( \text{O}^+ (\text{S}) \) maximum height. This decrease is due to the reaction of molecular oxygen ion quenching by the nitric oxide NO, which reduces the role of \( \text{O}_2^+ \) into the excitation of the \(^1\text{S}\)-state of atomic oxygen in the altitude profile maximum.

Fig. 1. Altitude profiles as a result of different physicochemical reactions contribution into the production of the \(^1\text{S}\) state for the characteristic energies of 1, 3 and 5 keV
Figure 2 presents the height variations of the contributions of the considered reactions to the O (¹S) excitation for various characteristic energies. The total contribution of direct impact and of the reaction $N_2(A^3Σ_u^+)+O → N_2+O(¹S)$ in the region of the altitude profile maximum of the O(¹S) concentration makes up 80-95% and decreases to 70% at altitude of 200 km. It should be noted that the altitude dependences of these reactions contributions are of opposite nature. The contribution of dissociative recombination $O_2^++e → O(¹S)+O(¹D)$ makes up 30-10% and 10-28% at altitudes of 150-200 km. It is characteristic of the excitation channel $N(^2P)+O_2 → NO+O(¹S)$ to sharply reduce its contribution with altitude. The contribution of this reaction becomes marked in the region of the altitude profile O(¹S) maximum, making up 4-9%. The contributions of reactions $O_2^++N(^4S) → NO^++O(¹S)$ and $N^++O_2 → NO^++O(¹D,¹S)$ made up less than 1%.

![Figure 2](image-url)

**Fig.2. Height dependents of contributions of different physicochemical processes into excitation of the \(^1S\) state for the characteristic energies of 1, 3 and 5 keV**

Figure 3 presents the altitude profiles of the concentration of the atomic oxygen in the \(^1D\) state, calculated for electron fluxes with characteristic energies $E_0$ equal to 1, 3, and 5 keV. Within the altitudes of 90-200 km, the dominating contribution into the O(¹D) state excitation is produced by direct impacts: $O+e^* → O(¹D)+e$ and $O_2+e^* → O(¹D)+e$. The excitation channels corresponding to the reactions $N(¹D)+O_2 → NO+O(¹D)$, $O(¹S) → O(¹D)+hν$ and $N^++O_2 → NO^++O(¹D)$ make the comparable contributions into the excitation O(¹D).

Figure 4 shows the height variations of the contributions of the considered reactions to the excitation of O (¹D) atoms for various characteristic energies. The contribution of direct impact in the excitation accounts for 60%, 50% and 45% for the characteristic energies 1, 3 and 5 keV, respectively. The total contribution of the reactions (5), (8), (9) in the region of the altitude profile maximum of the O(¹D) concentration makes up 34-45%. With an increase in height, the total contribution of these processes drops to 15% and 21% percent, respectively. The contribution of the reaction $N(^2P)+O_2 → NO+O(¹D)$ is insignificant at any altitudes and is less than 3% for the considered range of characteristic energies.
Fig.3. Altitude profiles as a result of different physicochemical reactions contribution into the production of the \( ^1D \) state for the characteristic energies of 1, 3 and 5 keV

Fig.4. Dependents of contributions of different physicochemical processes into excitation of the \( ^1D \) state for the characteristic energies of 1, 3 and 5 keV

**Conclusions**

Efficiencies of six \( O(^1S) \) excitation mechanisms and seven \( O(^1D) \) excitation mechanisms in the polar aurora were studied using numeric modelling, with a new time-dependent physico-chemical model of the auroral atmosphere.

The main contribution into the atom \( O(^1D) \) excitation is made by the sum of direct precipitating electrons impact on atomic and molecular oxygen. The atoms \( O(^1S) \) excitation in the polar aurora is mainly produced by direct electrons impact on atomic oxygen, as well as by the reaction of interaction between the excited molecular nitrogen \( N_2(A^3) \) and atomic oxygen. In spite of the fact that the contribution of the dissociative recombination of the molecular oxygen ion is negligible in the region of the maximum of emission altitude profile, at altitudes of 150-200 km the excitation of the atom \( O(^1S) \) in the reaction of the dissociative recombination makes up 10-30%.
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Abstract.
Spectroscopical observations of several prominences in the MgI lines were carried out from 2014 to 2017. These lines from visible part of the solar spectrum play an important diagnostic role, complementing the UV Mg II resonance lines regularly observed by the IRIS satellite. We found that a rather weak Mg I emission, e.g., in the 5172.6 Å line correlates well with the presence of extended bright areas on the solar disk observed in the 1600 Å SDO/AIA band. However, in many cases the radiation in the 5172.6 Å line is very low, even not detectable, although a bright prominence above the limb or flare on the solar disc were observed. To explain this phenomenon, we have calculated spectra of optically thin plasma using Cloudy code and found that observed ratio of optical lines and UV continuum is possible and the presence of heel processes stimulates luminescence in Mg I and 1600 Å lines.

Observations
The following observations were chosen for measurements: 2015-04-21, 13:21:11 UT and 2016-05-22, 12:14:48; 12:21:04 UT, which were obtained on a multichannel flare spectrograph (MFS http://www.asu.cas.cz/~sos/archive_mfs.html). In fig. 1c shows an example of well-observed radiation in Mg I lines. In fig. 2 we note the position of flares in the "legs" of the prominence and the glow of the prominence and the chromosphere in lines 304 Å, 1600 Å. In the second case, the emission does not occur in 2016-05-22 12:14:48 UT (Figs. 3.4). As noted in [Heinzel P., et al., 2016], we also do not observe glows in the 1600 Å line. The absolute radiation intensity in Hα, MgI 5183 Å (MFS) and 1600 Å (SDO/AIA) was determined from observations. The results of calculations of the intensity ratio for 2015-04-21 13:21:11 correspond to (Hα / 1600 = 0.352; Mg I / 1600 = 0.130; Hα / Mg I = 2.70).

Fig. 1 2015-04-21, 13:21:11 UT a) slit-jaw image (the vertical line corresponds to the position of the spectrograph slit), lines b) Hα, c) MgI 5167.3Å (1), 5172.6 Å (2), 5183.6 Å (3), [MFS].
In the second case, 2016-05-22 12:14:48 UT (Figs. 3,4), even during a weak flare at 12:21:04 UT (Figs. 5, 6), we do not observe emission in the Mg I line, although it is present in the 1600 Å line.

**Spectra simulation**

A realistic calculation of the observed spectrum requires a time-dependent radiative hydrodynamic modeling. Here we restrict ourself to study parameter space of solar plasma, at which the observed line ratios can be obtained. To do this, we will apply simplified model of a steady-state optically thin plasma, calculated with the Cloudy code [Ferland G. J., at.al., 2017] solve a set of statistical equilibrium equations for populations of atomic levels, taking into account collisional and radiative transitions for lines and continua. The joint solution of the and radiative transfer equations was carried out in an approximate way by means of escape probability technique, but in our case of optically thin plasma limitations of this method are unimportant. Note that at high density of plasma the accuracy of the Cloudy's results decreases due to the increasing role of unaccounted or approximately accounted collisional processes, in the particular three-body recombination, the cross section of which for most ions is poorly known.

Fig. 3 2016-05-22 12:14:48 UT a) slit-jaw image, lines b) Hα, c) MgI 5172 Å, [MFS].

To simulate the physical conditions in the prominence, we examined a plane-parallel optically thin layer of gas, placed in a blackbody radiation field with T = 6000 K and a dilution of 0.5 (that is, near the surface of the Sun). The number density and temperature of the gas layer are constant and varied in ranges of N = 10^8 - 10^{14} cm^{-3}, T = 5 - 24 000 K. We used the default solar chemical composition, distributed in Cloudy v.17 (in particular, for magnesium (Mg / H) = -4.46, see Cloudy documentation for other elements). An UV radiation
is important factor in simulations of spectra, because it produces significant departures from LTE by shifting ionisation balance to ions with higher ionization energies.

Fig. 4 SDO 304 Å, 1600 Å 2016-05-22 12:14:48 UT.

Fig. 5 2016-05-22 12:21:04 UT a) slit-jaw image, lines: b) Hα, c) MgI 5172 Å, [MFS].

Fig. 6 SDO/AIA 304 Å, 1600 Å 2016-05-22 12:21:04 UT.

About the local UV radiation field in the particular active region, we considered it as a blackbody radiation with $T = 100,000$ K with a dilution factor from 0 to $10^{-8}$. We calculated emergent fluxes for Mg I and Hα lines and total contribution of lines and continuum in the 1500 – 1600 Å band using a grid of about 4000 models. Interpolating over this grid, we find parameters of the gas, at which the observed relations between fluxes in Mg I, Hα and the
band 1500 – 1600 Å are achieved. The spectral width of the SDO / AIA 1600 Å filter was taken from the work [Simões P. J. A. et al., 2019]. This parameters are shown in the T - logN diagramm in Fig. 7, where various dilution factors are shown in different colors. The intersection of the curves of the same color gives the parameters, at which all the relations between the lines are fulfilled. There are several such points and all of them show a presence of a moderate UV background, corresponding to the dilution factor of $10^{11} - 10^9$ for the assumed blackbody radiation. We conclude therefore that observed ratio of the lines and the UV continuum is possible and the presence of heel processes stimulates luminescence in the Mg I and 1600 Å lines. However to derive more reliable gas parameters, a more realistic model should be considered.

![Fig. 7 Results of calculations for 2015-04-21 13:21:11 UT (Hα/1600 = 0.352; MgI/1600 = 0.130; Hα/MgI = 2.70). Various colors are for various dilution factors of blackbody radiation with T=100 000 K.](image)

**Results**

It follows from our observations and modelling that:

a) luminescence in the Mg I lines was observed during the flare processes in the lower region of the prominences with a radiation flux in the range of 44÷630 erg cm$^{-2}$ s$^{-1}$ (observation 2015-04-21);

b) during observation 2016-05-22 12:21:04 UT, when a flare with a low energy of 17 erg cm$^{-2}$ s$^{-1}$ occurred at the top of the prominence, emission in optical Mg I lines was absent, although it was observed in the 1600 Å line;

c) observed relationship between the lines Hα, Mg I and the continuum UV can be reproduced in the models;

d) the presence of heel processes stimulate luminescence in the Mg I and 1600 Å lines.
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Abstract.

We analyzed the sunspot area time series by means of state space reconstruction for the time period between 1875 and 2015. Two different local neighborhood models, namely Simplex Projection and S-Map are employed to project state space reconstructions. Various classification schemes in the literature are then tested in these models to compare the predictive ability of multivariate and univariate time series. According to our results, multivariate time series represent the true dynamics of sunspot areas better than univariate time series, which implies more accurate predictions, can be obtained if proper classification schemes of sunspot area time series are employed and each class is predicted separately.

Introduction

Studies on understanding and forecasting solar activity comprises sunspot recognition, classification and analysis. Sunspot observations have a long temporal expansion (~400 years) and since the beginning of their recognition on the solar disk, various attempts have been performed to investigate their dynamics, distribution and periodicities. The earliest results demonstrated a statistical causality of powerful solar eruptions with the large and complex sunspots (Giovanelli R.G., 1939). This discovery led the earlier studies on classifying sunspots to be more systematically and detailed. After several modifications on the earlier classification schemes, the most widely used system up to now, “McIntosh Classification” which is also known as “Modified Zurich Classification” (McIntosh P.S., 1990) is introduced.

On the other hand, it has been long known that, sunspots display different temporal variations on different solar hemispheres. This phenomenon is known as “Hemispheric Asymmetry” or “North-South Asymmetry”. Also some other studies regarding sunspot classification is performed by various authors based on the sizes or complexities of sunspot groups (e.g. Kilcik A. et al., 2011; Javaraiah J., 2016; Gao P.X. et al. 2017). Here, we performed multivariate prediction methods on four different classification schemes and calculated their prediction performance to compare with each other.

Classification Schemes

i) Empirical Classification

Sunspot observations in the Debrecen and Greenwich photoheliographic data are empirically classified from the last (complexity) parameter of Zurich Classification Scheme (c, o, i and x parameters). Each groups average areas are taken from the NOAA Space Weather Prediction Center (SWPC) and upper/lower bounds for each empirical group are calculated by means of these averages. Determined ranges are extrapolated to the historical measurements.

ii) Ratio Classification

This classification scheme is introduced by Gao P.X. et al. (2017) as the ratio of the total sunspot area to its umbra. The authors stated that if this ratio is less or equal to 4.5, corresponding sunspot group is simple. They call a sunspot complex, if the ratio is greater than 6.2. The frequencies of simple and complex sunspots after the Solar Cycle 12 can be seen in Figure 1. It should be noted that these authors did not take into account the values between 4.5 and 6.2, showed with black bar in Figure 1. Both possibilities are tested in this
Figure 1 – Simple (yellow) and complex (green) sunspots frequencies for the last 13 cycles based on the ratio of total area and umbral area. (Adapted from Gao P.X. et al. 2017).

study by first considering only simple and complex sunspots, and also considering simple, middle and complex sunspots.

**iii) Small & Large Classification**

This classification scheme is introduced by Kilcik A. et al. (2011) as using the first parameter of modified Zurich classification. A sunspot group is called as small if their Zurich class is A, B, C, H, or J classes and called as large if their Zurich class is D, E, F, or G classes. Here, NOAA SWPC data are used as reference again to extrapolate this classification to the historical measurements of Debrecen and Greenwich photoheliographic data. Averages of the reference data for both classes and their mean ranges used for extrapolating can be seen in Table 1.

Table 1 – Mean values of small & large sunspots for the last 2 cycles and their extrapolated ranges for the last 13 cycles. Adapted from Kilcik et al. (2011).

<table>
<thead>
<tr>
<th></th>
<th>Large</th>
<th>Small</th>
</tr>
</thead>
<tbody>
<tr>
<td>Means from reference [MSH]</td>
<td>233.28</td>
<td>51.72</td>
</tr>
<tr>
<td>Range for Extrapolation</td>
<td>≥142.5</td>
<td>142.5&gt;small</td>
</tr>
</tbody>
</table>

**iv) North-South Hemispheric Classification**

It has been long known that, sunspots display different temporal variations on different solar hemispheres and there is a so called “Hemispheric Asymmetry” of sunspots (Roy J.R. 1977). This classification scheme is both used as a distinct separation and also combined with other three classification schemes that are mentioned above.

**Methods**

All components of each classification scheme are taken into account as a separate dimension of the target time series which is the total sunspot area in a method called Multiview Embedding. The main idea of that method is that multidimensional time series can be used to reconstruct target time series from multiple viewpoints, and these viewpoints can be combined into a single model (Ye H. and Sugihara G. 2016). Although this method is proposed in the field of ecosystems, it is also possible to apply on various complex systems. Multiple state spaces from components of the time series which are classes of each scheme
are reconstructed and a single nearest neighbor is selected from each of them to produce final predictions. These reconstructions are then tested according to their prediction performance by comparing and calculating their correlation coefficient with the observed values. Combining information from multiple state space reconstructions is expected to improve the performance with increasing dimensionality

**Results**

As a first step of our analysis, we calculated the prediction performance of total sunspot areas without any components, which can be seen in Figure 2. Here, the optimal embedding dimension is found as 4 and the decay of prediction performance, which is an indicator of chaotic dynamics, can also be seen. We selected 12-month prediction performance, which has a correlation coefficient of 0.67 with the observed values to compare with other classification schemes.

![Figure 2 – Optimal embedding dimension and reference prediction performance for total SSA](image)

Then we applied the Multiview Embedding with the same parameters to the first two classification schemes. They both slightly improved the 12-month prediction performance as can be seen in Figure 3. It should be noted that, in the second classification scheme (ratio classification), Gao P.X. et al. (2017) did not consider the middle group. Here we performed the analysis in both ways and show that taking the middle group into account, has improved the performance of the predictions after 10 months.

![Figure 3 – Multiview Embedding prediction performance of Empirical and Ratio Classification Schemes](image)
We also analyzed remaining two classification schemes (Small & Large and North & South) but they both decreased the prediction performance (Figure 4). In order to overcome this problem, these two classification schemes are combined as Small-North, Small-South, Large-North, and Large-South. This combination is greatly increased the Multiview Embedding prediction performance as can be seen at Figure 4.

![Figure 4 – Multiview Embedding prediction performance of Small & Large (red curve) and North & South (blue curve) classification schemes and their combinations (black curve).](image)

**Conclusions**

1. Empirical Classification (complexity parameter of Zurich class) gives the highest increase in prediction performance (Table 2).
2. North – South Classification can be combined with other classification schemes.
3. Separating SSA time series to constituents increases the prediction performance

<table>
<thead>
<tr>
<th>Empirical</th>
<th>A/U ratio</th>
<th>Small &amp; Large</th>
<th>C North &amp; South</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.75</td>
<td>0.70</td>
<td>0.64</td>
<td>0.65</td>
</tr>
<tr>
<td>0.79</td>
<td>0.78</td>
<td>0.74</td>
<td>&lt;- Combined</td>
</tr>
</tbody>
</table>
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Abstract

The UV-index is a measure of the erythemally effective solar radiation reaching the Earth surface. It was introduced to alert people about the need of sun protection. Therefore the UV-index has to be determined with adequate accuracy. To minimize the risk of too high levels of sunburn the UV-index is determined usually for clear sky conditions. To alert people in time the UV-index forecast is essential. Here the schemes of UV-index forecast for one day in advance are presented. Because the UV-index under clear sky conditions depends on the total ozone column over a given geographic location the UV-index forecast (cloud free and aerosol free) implicates the forecast of the total ozone column. The scheme of ozone forecast is based on satellite data. For the determination of the UV-index, model calculations using the radiation transfer model TUV of Madronich are implemented. The land snow cover is taken into account.

Introduction

Ultraviolet (UV) irradiance reaching the Earth surface has an impact on the human’s health. The UV-B irradiance stimulates the production of vitamin D, important for good being. However the overexposure to solar ultraviolet evokes erythema and over long time it represents a risk of DNA damage and of skin cancer [Blumthaler M., 2018]. Sun related eye diseases and in acute cases snow blindness are well established. To alert people about the need of sun protection the UV-index (UVI) was introduced as a measure of the erythemally effective solar radiation reaching the Earth surface. At a given moment it is defined as scaled integral over the wavelength given in nm of the solar irradiance at the Earth surface $F_t(\lambda)$ measured in mW/(m2nm) weighted by the erythema action spectrum $A_e(\lambda)$, where $1/25$ mW/m2 is used as scaling factor [WHO, 2020]. By the scaling the UVI is a dimensionless quantity and ranges between 8 and 10 at midlatitudes at noon under cloudless conditions when the risk of harmful sunburn is the highest. The UVI can be determined by highly precise spectrometric measurements, by multichannel filter instruments and by UV photometers of the solar irradiance [Dahlback A., 1996, Fioletov V.E., et al., 2003].

In many countries, UV monitoring networks were established. In Canada there are 13 spectral UV stations. In Austria the network involves 12 stations at different locations, equipped with broadband UVB radiometers [Schmalwieser A. and Schauberger G., 2001]. In Europe currently 160 stations in 25 countries deliver online values to the public via the Internet [Schmalwieser, A. et al., 2017]. In Bulgaria a comparable net of automatically working stations does not exist.

Under clear weather conditions the UVI depends strongly on the total ozone column (TOC). The UVI varies with the surface albedo and with the sun elevation change.

The UV-index forecast (cloud free and aerosol free) implicates the forecast of the total ozone column for a given geographic location. Statistical models of ozone based on monthly means and are not suitable for daily forecasts. Allaart et al. (2004) has developed a simple empiric model to predict the UV-index based on solar zenith angles and daily total ozone data.
and proposed to use satellite ozone data for ozone forecast. Here a scheme of UV-index forecast for Bulgaria for one day in advance is presented. In the forecast models based on TOC ground based observations a persistence of TOC up to 2 days is assumed, which guarantees a quality that is convenient with the requirements of UV Index forecast procedures. [Schmalwieser A., et al., 2003]. Here a UV forecast scheme is proposed where the ozone forecast is based on satellite data. For the determination of the UV, model calculations using the radiation transfer model TUV of Madronich are implemented. The land snow cover is taken into account.

**Ozone forecast and downscaling**

Starting point of the UV-forecast is the ozone forecast. It is based on global ozone field. To provide the near-real time data and forecast for the next five days the ozone field observations by GOME-2 are input in a data assimilated program (http://www.temis.nl/protocols/O3forecast.html) considering chemical ozone production and loss as well as dynamical processes. The total ozone column field data are gridded by 0.25° by 0.25°. Bulgaria is extended over the geographic region between about 22° and 29° longitude and 41° up to 45° latitude. Thus the ozone field over Bulgaria is determined by a matrix of 24 by 12 values. The forecast system gives also the mean altitude $h$ of the land surface in the grid cell. This allows to recalculate the total ozone column to sea level high by

$$TOC(h = 0) = TOC(h)_{obs} / (1 - c_{elev.} * h/1000) \quad (with \ h \ in \ m)$$

where the value of $c_{elev.} = 0.01$ per 1000 m results from the assumption that the tropospheric ozone content is about 10% of the TOC and the mean tropopause is at about 10 km height [Krzyscin J.W., 2000]. Schmalwieser (2003) found altitude dependence of 1.13% per 1000 m based on UV measurements at the Austrian Sonnenblick high mountain station in comparison with EPTOM satellite observations. Additionally it was presumed that the stratospheric ozone is nearly constant in the grid cell. Then the TOC values can be interpolated to a new topographic grid with higher resolution of about 1km and the TOC values can be recalculated using the mean elevations of surface of the new topographic grid.

**Topography for elevation corrections**

The Shuttle Radar Topography Mission (SRTM) provided global elevation data up to 1arcsec (terrain.org/Elevation/SRTM/). Here we have used the 3 arcsec data set to retrieve the elevation map for the described above geographic region where Bulgaria is located. (The map data were downloaded from the web site https://gdex.cr.usgs.gov/gdex/.) The elevation map was smoothed by 11x11 points and the map originally comprising 8400 by 4800 pixels was reduced to 763 by 436 pixels corresponding to a resolution of approximately 1km.

**UVI forecast and downscaling**

Allaart (2004) has developed an empirical model for the UVI dependence from TOC and sun elevation. Here we have used the radiation transfer model TUV of Madronich (1993) to calculate look up tables describing the UVI relation to TOC and the sun elevation. The TUV model uses a mean ozone profile of the U.S. Standard Atmosphere1976. In cases for low ozone events caused by transport of low ozone polar or tropical air to Bulgaria typical polar or tropical ozone profiles could be used in the TUV model [Kazantzidis A., et al., 2005; Petkov B., et al., 2006, Vitale V., et al., 20011]. For the surface around the location where the spectral measurements are provided, the back scattered UV radiation is to be calculated in order to obtain the incident radiation depending on the surface albedo.

Feister and Grewe (1995) have been measured an albedo in the UVA region of 0.02 for vegetation, of 0.05 up to 0.08 for bare soils and from 0.14 (for a wavelength at 300nm) to 0.24 (for a wavelength at 400 nm) for dry (beach) sands. Webb et al. (2000) have found a...
grassland albedo of 0.01. For asphalt, concrete, red bricks and metallic roofs the albedos are higher. Here we have used an effective albedo of 0.03 for the calculation of the look up table (see Fig. 1).

![Fig. 1. Calculated look up table for the determination of the UVI for given TOC and sun elevation for an albedo of 0.03.](image)

The resulting sea level UVI has to be multiplied by the factor \((R/R_0)^2\) to consider the solar irradiance change caused by the Earth – Sun distance variation during the year.

In the next step the UVI has to be downscaled to a new topographic grid with higher resolution and recalculated to the mean elevation of the new grid cells. Using the TUV model it was found that the UVI elevation correction depends only weakly from the sun elevation and from the sea level TOC. We found an UVI of 0.06% per 1000 m which is in very good agreement to the values of 6% to 8% per 1000 m given by Vanicek et al. (1999) and Dahlback et al. (2007). Other authors were reported higher altitude corrections, e.g. Diffey (1977) has established 16% per 1000 m (for more details see Schmalwieser, 2000, and the citations herein).

\[
U VI (h) = U VI (h = 0) \times c_{alb} \times (1 + c_{elev} \times h/1000) \quad \text{(with h in m)}
\]

\[
c_{elev} = 0.06
\]

In winter, when the surface is snow covered the albedo is substantially higher than the overall mean of 0.03 and the albedo correction has to be introduced. For the snow and beach sand albedo correction we use the UVI ratio

\[
c_{alb} = \frac{U VI(albedo)}{U VI(reference \ albedo)}
\]

\[
c_{alb} = \begin{cases} 
1.25 & \text{for snow} \quad (albedo = 0.6) \\
1.07 & \text{for beach and sand} \quad (albedo = 0.20) \\
1.0 & \text{for soil and vegetation} \quad (albedo = -0.03)
\end{cases}
\]

Feister and Grewe (1995) found an albedo of 0.62 to 0.76 for a surface fully covered by polluted snow. McKenzie et al. (1998) established an enhancement in the UVA region of 22% and in the UVB of 28% by snow, corresponding to an albedo of 0.62±0.08. For Tibet in high altitudes mountains (over 5000 m) UV measurements show an increase of the UVI by snow...
cover by 35% in comparison with snow free surface (Dahlback A., et al., 2007). It has established a stronger UV irradiance enhancement for fresh snow and a decrease when the snow pollution increases and the snow is more packed. Where as the effective albedo of soils and vegetation is about 0.03, during the winter, the albedo over snow covered surfaces is about 0.6. The snow coverage is provided by the National Ice Center's Interactive Multisensor Snow and Ice Mapping System (IMS). The maps are given in polar coordinates and have to be transformed in other map projections, and the resolution has to be scaled to the used topographic grid (https://nsidc.org/data/g02156).

Fig. 2. Albedo correction obtained as UVI ratio for a snow covered surface with an albedo of 0.6 related to a reference snow free surface covered by vegetation and soil with a mean albedo of 0.03 in dependence on the surface elevation. The UVI ratio shows a weak dependence from the surface elevation (blue line).

The UVI ratios calculated by TUV model depend only very weakly on the TOC. A weak dependence from the elevation was found out and the albedo correction factor 1.25 for the approximately mean Bulgarian mountain height (about 1.5 km), above which the land is almost snow covered during the winter/spring season, is to be used (FIG. 2). For the beach line a correction for a mean albedo of 0.20 is used. To describe the influence of neighbour pixels with different albedos a Gaussian filter process is foreseen.

Summary

A forecast scheme for the TOC and the UVI was worked out based on downscaling of satellite data to a grid with higher resolution. It is foreseen to correct the ozone and UVI values for surface elevations and albedos for snow, soil and vegetation and beach sand by parametrization. The correction factors were determined using the radiation transfer model TUV of Madronich.
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ENS0 Variations Driven by Solar Cycles, Expressed by N-S Solar Asymmetry

Ya. Chapanov
Climate, Atmosphere and Water Research Institute, BAS
E-mail: yavor.chapanov@gmail.com

Abstract.
The solar activity cycles affect all surface geosystems, including weather and climate indices, winds, rains, snow covers, mean sea level, river streamflows and other hydrological cycles. These processes are due mainly to the Total Solar Irradiance (TSI) variations, followed by weather and climate changes. Recently a new mechanism of climate modulation, based on cosmic ray variations, has been discovered. This mechanism explains chain processes arising from cosmic ray (CR) modulation by the heliosphere and geomagnetic field, followed by ozone production in near tropopause and water content change. The atmospheric water is the most powerful greenhouse gas and its changes produce significant variations of the temperature. The CR modulation by heliosphere depends on solar wind and solar magnetic field variations, represent by North-South (N-S) solar asymmetry. The shapes of decadal and centennial solar cycles are rather different from sinusoidal form, and this is the reason to generate a lot of interannual and decadal harmonics. These harmonics are visible as common cycles with periods 1-9, 12-19 and 23-33 years in various time series of Earth phenomena like mean sea level, climate and etc. The decadal and interannual cycles of N-S solar asymmetry strongly affect corresponding cycles of El Nino/Southern Oscillation ENS0. It is remarkable that the solar indices have good agreement with the ENS0 oscillations with periods from band 2-7 years.

Introduction
The solar activity affects terrestrial systems by means of direct radiation over Earth surface, influences charged particles of the solar wind, and the solar magnetic field. The solar wind directly affects Earth magnetic field, ionosphere and atmosphere. The variations of solar magnetic field modulate solar wind and cosmic rays in the frame of the solar system. The cosmic rays near Earth are modulated by Earth magnetic field variations, too. Recently, a new mechanism of climate variations, due to cosmic rays was proposed [Kilifarska N. and Haight G.D., 2005; Kilifarska N., 2008, 2015; Kilifarska N. and Bojilova R., 2019; Velinov P.I.Y. et al., 2005]. According to the new models, the cosmic rays produce an ionization of the atmosphere, changes of atmospheric conductivity, and lightning, and an increase of ozone concentration. This mechanism is based on chain processes near tropopause by ozone production, temperature variations, followed by vertical winds and water content change. The last step of this chain affects strongly surface temperature, because the atmospheric water is one of the most powerful greenhouse gas. This model provides an explanation for the cascade processes in which cosmic rays, whose total energy is relatively small, cause climatic effects with much more energy. The solar activity cycles modulate the cosmic rays directly by the heliosphere and indirectly by the geomagnetic field changes, whose effect is visible mainly at high latitudes and regions with strong geomagnetic anomalies.

Now it is well known that the solar activity affects ENS0 variations [Lanscheidt T., 2000; Kirov B. and Georgieva K., 2002; Asenovski S. et al, 2015; Zhai Q., 2017; Maruyama F., 2018]. Most of authors point out that ENS0 variations are stronger during solar minima, or they have negative correlation with the sunspot numbers for some periods. The temperature anomaly, represented by ENS0 data should be affected by the TSI variations, but the above
results are clear signature that TSI have minor effects on ENSO and we have to find other appropriative explanation of solar influence on ENSO events.

Data and methods

The ENSO, N-S solar asymmetry and TSI data are presented in Fig.1. The ENSO monthly data since 1817 are available at the WEB page of the Joint Institute for the Study of the Atmosphere and Ocean http://research.jisao.washington.edu/data/globalsstenso/. The North-South solar asymmetry is determined from the relation $(S_n - S_s)/(S_n + S_s)$, where the $S_n$ and $S_s$ are monthly sunspot area on the Northern and Southern solar hemispheres, respectively (in units of millionths of a hemisphere). The data since 1874 are observed by the Royal Greenwich Observatory and merged after 1976 with the US Air Force (USAF) and the US National Oceanic and Atmospheric Administration (NOAA) data by D. Hathaway (https://solarscience.msfc.nasa.gov/greenwch.shtml). The last version of estimated solar irradiances for the last 400 years is based on the NRLTSI2 historical TSI reconstruction model by J. Lean [Kopp G. et al., 2016; Lean J., 2000, 2010; Coddington O. et al., 2015].

Fig.1. The time series of ENSO, N-S solar asymmetry and TSI.

The periodical variations are derived from the data by means of partial Fourier approximation based on the Least-Squares (LS) estimation of Fourier coefficients. The Partial Fourier approximation $F(t)$ of discrete data is given by

$$F(t) = f_0 + f_1 (t - t_0) + \sum_{k=1}^{n} a_k \sin k \frac{2\pi}{P_0} (t - t_0) + b_k \cos k \frac{2\pi}{P_0} (t - t_0),$$

where $P_0$ is the period of the first harmonic, $t_0$ - the mean epoch of observations, $f_0$, $f_1$, $a_k$ and $b_k$ are unknown coefficients and $n$ is the number of harmonics of the partial sum, which covers all oscillations with periods between $P_0/n$ and $P_0$. The application of the LS estimation of Fourier coefficients needs at least $2n+2$ observations, so the number of harmonics $n$ is chosen significantly smaller than the number $N$ of sampled data $f_i$. The small number of harmonics $n$ yields to LS estimation of the coefficient errors. This estimation is the first essential difference with the classical Fourier approximation. The second difference is the arbitrary choice of the period of first harmonic $P_0$, instead of the observational time span, so the estimated frequencies may cover the desired set of real oscillations. This method allows a flexible and easy separation of harmonic oscillations into different frequency bands by the formula

$$B(t) = \sum_{k=\omega_1}^{\omega_m} a_k \sin k \frac{2\pi}{P_0} (t - t_0) + b_k \cos k \frac{2\pi}{P_0} (t - t_0),$$

where the desired frequencies $\omega_k$ are limited by the bandwidth

$$\frac{2\pi m}{P_0} \leq \omega_k \leq \frac{2\pi m_{1}}{P_0},$$

After estimating the Fourier coefficients, it is possible to identify a narrow frequency zone presenting significant amplitude, and defining a given cycle. Then this cycle can be reconstructed in time domain as the partial sum limited to the corresponding frequency bandwidth. Doing this for terrestrial and solar time series, we shall identify their respective cycles, isolate and compare the common ones.
The used time series cover 125-year overlapped time interval for the period 1875.0 – 2000.0. Each time series consist of 1500 monthly data points. The PFA performs estimation of 150 harmonics with the accuracy better than 0.01 for ENSO; 0.02 for N-S solar asymmetry and 0.5mW/m² for TSI.

**Time series spectra**

The time series spectra are determined by the Fast Fourier Transform (FFT). The common spectral peaks of ENSO and N-S solar asymmetry are with periods 1-3yr; 4-6yr, 8-10yr 15-28yr. The TSI and ENSO have common spectral peaks with periods 17-25yr, so significant common influence of TSI and N-S solar asymmetry on ENSO variations are expected in decadal periods between 17 and 25yr.

**TSI influence on ENSO variations**

The Enso event is connected with the surface temperature anomalies, so they should be affected by the TSI variations with significant positive correlation (Figs 3 and 4). Actually in some time intervals the TSI – ENSO connection is positively correlated, e.g. in 1870-1910 and 1960-2000 for the oscillations with periods 17-19yr (Fig.3); and in 1930-1960 for the oscillations with periods 2-7yr (Fig.4). In other time intervals the TSI – ENSO connection is negatively correlated – in 1910-1960 (Fig,3) and in 1975-200 (Fig.4).

The TSI oscillations with periods 25-31yr have opposite phase with ENSO oscillations (Fig.3), so the solar activity has significant cooling mechanism, affecting ENSO event in these cases. The probable cooling mechanism is provided by the cosmic rays influence on the ozone and water content. The cosmic rays have opposite phase with solar wind, sunspot and TSI variations. Kilifarska N. [2008, 2011, 2015] suggests a model of cosmic rays influence on climate over high latitudes, where the cosmic rays produce cooling effect by ozone variations and water content decrease. According to Kilifarska’s model, the cosmic rays and TSI have synchronous phases of warm/cool cycles in high latitudes, while the opposite phases between ENSO and TSI variations needs a new model of warm cycles during the cosmic rays maxima.
The water content decrease and vertical winds are essential in this model and they produce significant dry effect, so the dry atmosphere leads to less clouds. In case of cosmic rays over equatorial region this means more solar irradiance on the ocean surface and increasing the temperature anomaly during sunspot and TSI minima.

**N-S solar asymmetry influence on decadal and interannual ENSO variations**

The cosmic rays may excite ENSO variations, if they reach equatorial region: They are high energy galactic cosmic rays or solar energetic particles; the low energy cosmic rays may reach equator in 1900-2000, when the magnetic axe tilt is 10°-20° (Fig.10). Other possibility of cosmic rays influence on equatorial regions are geomagnetic anomalies [Kilifarska N. and Bojilova R., 2019]. The N-S solar asymmetry influence variations of solar magnetic field and heliosphere. These variations modulate the cosmic rays intensity.

![Fig.5. N-S solar asymmetry influence on decadal ENSO oscillations with periods 15.6-17.8yr and 26-33yr.](image)

![Fig.6. N-S solar asymmetry influence on decadal ENSO oscillations with periods 12.5-13.9yr and 13.9-15.6yr.](image)

![Fig.7. N-S solar asymmetry influence on ENSO oscillations with periods 5.2-6.9yr and 10.4-11.3yr.](image)

![Fig.8. 22-year model: N-S solar asymmetry influence on interannual ENSO oscillations with periods 4.4-5.5yr and 5.5-7.3yr.](image)

![Fig.9. 22-year model: N-S solar asymmetry influence on interannual ENSO oscillations with periods 1.3-1.4r and 1.6-1.7yr.](image)
The N-S solar asymmetry affect Enso variations in large frequency bands, whose periods are decadal and interannual (Figs. 5-9). The 11-year and interannual ENSO oscillations are positively correlated with the South solar hemisphere domination (Figs. 7-9). The decadal variations of ENSO with periods 15.6-17.8yr and 26-33yr are connected with the North solar hemisphere domination (Fig.5). The ENSO oscillations with periods 12.5-13.9yr and 13.9-15.6yr depend on N-S solar asymmetry with sudden phase reverse in 1950 and 1970 (Fig.6).

Discussion and conclusions

Haam E, and Tung K.K. [2012] conclude that El Nino and La Nina are independent from 11-year solar cycle, but they didn’t take into account that the 11-year solar signals are weak and hidden inside the time series noise. Roi I. and Haigh J.D. [2012] find no consistent ENSO-like variation in tropical SSTs following peak years of the 11-year sunspot cycle. Actually the 11-year sunspot and TSI signals are not important to the ENSO response, because the ENSO frequencies are composed by the response to solar harmonics with periods 2-7yr.

Misos S. and Schmidt H. [2012] suppose that the coupled atmosphere–ocean interactions may amplify 11-yr solar cycle signals in a way that they resemble El Nino or La Nina. Meehl G. A. et al. [2009] suppose two mechanisms to explain 11-year solar influence on the magnitude of observed climate signals in the tropical Pacific: the top-down stratospheric response of ozone to fluctuations of shortwave solar forcing and the bottom-up coupled ocean-atmosphere surface response. These mechanisms decrease the sea surface temperatures during peaks in the 11-year solar cycle, and reduce low-latitude clouds to amplify the solar forcing at the surface. They are close to the ideas used here of N-S solar asymmetry influence on ENSO variations.
Presented results of high correlation between interannual and decadal harmonics of N-S solar asymmetry and ENSO events may resolve the question of the existence of solar influence on Pacific temperature anomalies. The N-S solar asymmetry is connected with solar magnetic field disturbances, followed by temporal variations of solar wind and corresponding changes of the heliosphere and these processes produce modulation of cosmic rays. Possible reason of influence of N-S solar asymmetry on ENSO are modulated cosmic rays, dropped over equatorial regions of the Earth, so the solar cycles may drive ENSO variations by modulation of cosmic rays over the Pacific Ocean.
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Abstract.
The solar activity affects wide range of surface processes over Earth, including weather and climate indices, winds, rains, snow covers, and mean sea level. These processes are due mainly to the Total Solar Irradiance TSI variations, followed by weather and climate changes. The ocean surface absorbs more thermal energy during solar maxima. This increases evaporation processes, atmospheric water content, clouds and rains. Some part atmospheric water is transported globally from ocean to polar regions by circulation in Hadley, Ferrel, and polar atmospheric cells. The water transfer to polar regions leads to polar ice thickness increase, synchronously with the solar cycles. This, together with the Mean Sea Level MSL decrease, changes the Earth shape and the corresponding principal moments of inertia. As the consequence, the Earth rotation is faster during the solar maxima, according to the low of angular moment conservation. The model of Universal Time UT1 oscillations due to TSI and MSL variations is created. Common UT1, LOD, TSI, Wolf’s numbers $W_n$ and MSL cycles from selected frequency bands with interannual and decadal periodicity are presented.

Introduction
The global hydrologic cycles are widely affected by climatic variations, which are mostly driven by solar-terrestrial influences. The decadal climatic signals are associated with the solar activity cycles with periods of 11, 22, 45 and more years. The solar effects on climate and environment are synchronous oscillations of the water content, mean sea level and polar ice thickness and volume, due to global water redistribution between ocean and continental polar ice. The polar ice thickness increases and the mean sea level decreases during the solar maxima, followed by the decrease of the mean Earth radius and the principle momentum of inertia relative to the rotational axes. Any change of the principle momentum of inertia leads to significant variations of the Earth rotation, due to the conservation of the Earth angular momentum. The synchronous cycles of solar indices, mean sea level, ice thickness accumulation, LOD and UT1 are analyzed.

Time series data
The observational data consist of UT1 variations for the period 1623.5-2005.5 [Stephenson F.R. and Morrison L.V., 1984] (Fig.1); the Wolf’s numbers $W_n$ combined by annual values for the period 1700-1748 and monthly values since 1748 (Fig.2, a); TSI since 1610 (Fig.3, a); the North-South solar asymmetry $S_a=(S_n-S_s)/(S_n+S_s)$, where the $S_n$ and $S_s$ are monthly sunspot area on the Northern and Southern solar hemispheres, respectively (in units of millionths of a hemisphere) (Fig.3, b); the detrended mean sea level at Stockholm for the period 1800-2002 (Fig.4, a); and the Greenland ice thickness accumulation data from the Agassiz Ice Cap (Fig.4, b). The longest observational series of the temporal variations of the sea level at a fixed point is completing by Ekman M. [2003] for station Stockholm and cover observational span from 1774.04 to 2001.0 with two short data gaps in the beginning (Fig.4, a).

The long-periodical part of UT1 variations (Fig.1, b), determined by parabolic trend remove, are used to extract the decadal cycles of the Earth rotation. The LOD time series are determined by derivation of UT1 time series. The solar magnetic cycles are represented by the extended time series of 22-year Wolf’s numbers $W_n$ (Fig.2, b), determined by sign alternation of the even 11-year Schwabe cycles.
The $S_n$ and $S_s$ data since 1874 are observed by the Royal Greenwich Observatory and merged after 1976 with the US Air Force (USAF) and the US National Oceanic and Atmospheric Administration (NOAA) data by D. Hathaway (https://solarscience.msfc.nasa.gov/greenwch.shtml). The last version of estimated solar irradiances for the last 400 years is based on the NRLTSI2 historical TSI reconstruction model by J. Lean [Kopp G. et al., 2016; Lean J., 2000, 2010; Coddington O. et al., 2015].

![Fig. 1. UT1 data for the period 1623.5-2005.5 (a) and periodical part of UT1 variations (b).](image1)

**Global water transport and LOD variations**

The Length of Day is the difference between the astronomically determined duration of the day and 86400 SI seconds. The relationship of the angular velocity of the Earth with LOD is (http://www.iers.org/IERS/EN/Science/EarthRotation/UT1LOD.html)

$$\omega = \omega_b - \omega_1 L_{OD},$$

where $\omega$ is the Earth angular velocity, $L_{OD}$ – the Length of Day in milliseconds, $\omega_b$, $\omega_0$ and $\omega_1$ are in picoradians/s. According (1), the variations of LOD depend on the variations of the Earth angular velocity by the formula

![Fig. 2. Wolf’s numbers $W_n$ represented by annual (1700-1748) and monthly values (a). Extended time series of 22-year cycles of the wolf numbers $W_n/22a$ (b).](image2)

![Fig. 3. TSI variations (a). N-S solar asymmetry (b).](image3)

![Fig. 4. Sea level data from Stockholm mareograph station, after the linear trend remove (a). Greenland ice thickness accumulation data from the Agassiz Ice Cap (b).](image4)
Let consider a homogeneous sphere with radius $R=6371\text{km}$, density $5.519\text{g/cm}^3$ [Neff R.F. and Zitewitz P.W., 1995], inertial moment $C$, mean angular velocity $\omega_0$ and constant mass $M$. From the conservation of angular momentum, the small changes of the inertial moment $\Delta C$, due to variations of the radius $\Delta R$, are connected with a corresponding change of angular velocity $\Delta \omega$ by the expressions

$$\Delta C \omega_0 + C \Delta \omega = 0,$$

$$C + \Delta C = \frac{2}{5} M (R^2 + 2R \Delta R + \Delta R^2).$$

(3)

The relationship of the variations of the radius and angular velocity is

$$\Delta \omega = -\frac{2\Delta R \omega_0}{R}.$$  

(4)

From (2) and (4) the relationship of $L_{OD}$ and $\Delta R$ is

$$\Delta L_{OD} = \frac{2\Delta R \omega_0}{\omega_0 R}.$$  

(5)

The transfer from homogeneous elastic sphere to the real Earth need to replace the variations of radius $\Delta R$ by equivalent changes of the mean sea level $\Delta M_{SL}$. It is necessary to determine transfer coefficient $k$ between the homogeneous elastic sphere and the real Earth, which value represent the ratio between $\Delta M_{SL}$ and $\Delta R$

$$k = \frac{\Delta M_{SL}}{\Delta R}.$$  

(6)

Involving coefficient $q$ of ice sheets influence on the moment of inertia, we obtain from (5) and (6)

$$L_{OD} = \frac{2\omega_0 (1-q)}{k \omega_0 R} \Delta M_{SL},$$  

(7)

The value of the coefficient $k$ depends on the mean density of sea water at the ocean surface, total ocean surface and the moment of inertia of the thin ellipsoidal shell over the ocean with thickness equal to $\Delta M_{SL}$. In case of small MSL variations (significantly less than 1m), the water lost occurs from all Earth surface, more intensive from the free water surfaces and less intensive from the ground. The coefficient $k$ is approximately equal to 6 in this case [Chapanov Ya. and Gambis D., 2010]. The MSL changes are more than 100m during the glaciations, so the level of the water lost from the ground is negligible and the coefficient $k$ is

$$k = \frac{D_E S_E I_{ES}}{D_O S_O I_{OS}},$$  

(8)

where $D_E$ is the mean Earth density, $D_O$ – the mean sea water density at the ocean surface, $S_E$ – the total Earth surface, $S_O$ – the global ocean surface, $I_{ES}$ - the moment of inertia of the thin ellipsoidal shell over the Earth, $I_{OS}$ - the moment of inertia of the thin ellipsoidal shell over the ocean. The mean sea surface water density is $1.025\text{g/cm}^3$, or the ratio $D_E/D_O$ is equal to 5.38. The total Earth surface is $510\times10^6 \text{km}^2$, the global ocean surface - $361\times10^6 \text{km}^2$, and their ratio – 1.414. The proper calculation of the LOD need also knowledge of the surfaces covered by ice and their axial moments of inertia. The MSL decrease leads to decreasing of the Earth axial moment of inertia, while the redistributed water over the ice sheets and corresponding increase of the ice thickness leads to some increase of the axial moment of inertia. The relative effect of the ice sheets on the $I_{OS}$ is
\[ q = \frac{S_{\text{ice}}I_c}{S_{\text{ice}}I_{\text{OS}}} \]

where \( S_{\text{ice}} \) is the total ice surface and \( I_c \) - the total moment of inertia of thin ellipsoidal shell over the continental ice sheets. The sea ice does not affect the moment of inertia changes, due to its hydrostatic equilibrium with the ocean water.

Let the surface data is represented over a grid with size \( \alpha \times \alpha \) degrees and the geocentric coordinates of the center o the \( n \)-th grid element are geocentric distance \( r_n \), longitude \( \lambda_n \) and latitude \( \theta_n \). If \( a \) and \( b \) denote Earth equatorial and polar radii (\( a = 6478.137 \) km, \( b = 6356.572 \) km), then the geocentric distance \( r_n \) is

\[ r_n = \sqrt{\frac{a^2 b^2}{a^2 \sin^2 \theta_n + b^2 \cos^2 \theta_n}}. \]

The distance \( h_n \) from the center of the \( n \)-th grid element to the Earth axis of rotation is

\[ h_n = r_n \cos \theta_n. \]

The surface \( s_n \) of the \( n \)-th grid element is approximately

\[ s_n = 4\pi^2 \left( \frac{\alpha}{360} \right)^2 r_n h_n. \]

The surface \( S \) of a given Earth area is the sum of its grid elements surfaces

\[ S = \sum_n s_n. \]

The axial moment of inertia \( I \) of thin ellipsoidal shell with unit density and thickness over this area is

\[ I = \sum_n s_n h_n^2. \]

The axial moment of inertia of ellipsoidal shell with unit density and thickness over the Earth is \( 1.38 \times 10^{14} \) km\(^4\) and over the ocean - \( 1.0 \times 10^{14} \) km\(^4\). Their ratio is 1.38, and according to (8) the value of the transfer coefficient \( k \) between the homogeneous elastic sphere and the real Earth is \( k = 10.5 \).

The ratio between the total ocean surface \( S_O \) and total ice surface \( S_{\text{ice}} \) is 12.45. The ratio between \( I_c \) and \( I_{\text{OS}} \), calculated by formula (10-14) is 0.0019, so the value of \( q \) is 0.024, or the influence of polar ice caps on the moment of inertia is 2.3%. Note that the value of coefficient \( q \) depends non-linearly on MSL variations and it value is significantly higher during the glacial maxima. Finally, the dependence between LOD and MSL variations is

\[ \text{LOD} = 2.526 \Delta \text{MSL}, \]

where MSL variations are in meters and LOD – in milliseconds.

The 11-year solar activity cycles strongly affect earth climatic variations by the variations of the total solar irradiance with maximal amplitudes between 0.5W/m\(^2\). These variations provide additional amount of energy \( \sim 2 \times 10^{16} \) MJ for the whole Earth and 160MJ per square meter on the equator during these cycles. This energy is capable to evaporate 65l of water from 1 square meter equatorial ocean surface and 30l of water from the north latitudes. The periodical LOD and UT1 variations due to solar cycles are provided by additional water evaporation and global mean sea level oscillations, synchronized with the global water redistribution and corresponding change of the ice thickness at the polar caps. These events cause periodical change of the Earth axial moment of inertia and periodical oscillations of the Earth rotation, according the law of angular momentum conservation. The excitation of the
observed oscillations of the Earth rotation needs less than 7mm of MSL variations during the solar cycles.

**Common solar and terrestrial cycles**

The decadal cycles of Earth rotation for the period 1623.5-2005.5 are extracted by means of Fourier approximation of the UT1-TT variations with use of 100 harmonics, which includes oscillations with periods above 3.8a and accuracy of the amplitudes about 11ms. Common solar and terrestrial cycles exist in various decadal and interannual frequency bands. Presented oscillations in Figs. 5-10 show good agreement between the solar indices, Earth rotation, MSL and polar ice accumulation rate. The $W_n$ and TSI variations correlate with UT1 and ice thickness accumulation rate. Anticorrelation exist between solar indices, MSL and LOD variations. The variations of the polar ice accumulation with periods 11a and 22a are due to the total solar irradiance changes during the solar cycles and corresponding additional water evaporation. When the evaporated water is redistributed over the continental polar ice it leads to arising of the continental polar ice during the solar maxima, so the TSI variations are the reasons of the observed polar ice thickness oscillations with the decadal solar frequencies.

![Diagram of UT1-TT variations and solar indices](image1)

**Fig. 5. Comparison of 11-year cycles of $W_n$ (dashed line), UT1, MSL and ice accumulation (bold line).**

![Diagram of MSL and ice accumulation](image2)

**Fig. 6. Comparison of 22-year cycles of extended Wolf’s numbers $W_n/22a$ (dashed line), MSL, UT1 and ice accumulation (bold line).**
**Conclusions**

The main source of excitation of the decadal and interannual variations of Earth rotation are climatic variations due to the solar activity and connected with them oscillations of the mean sea level and continental polar ice. The solar activity cycles affect climate by variations of the total solar irradiance with amplitude 0.5 W/m². These variations provide additional amount of energy, which is capable to evaporate 30-65 liters of water from 1 square meter of ocean surface. The changes of MSL, due to total solar irradiance variations and additional evaporation, followed by global water redistribution and ice thickness variations over the polar caps, lead to corresponding oscillations of the axial Earth moment of inertia, and according to the law of angular momentum conservation – to changes of Earth rotation velocity.

The proposed model of global water redistribution determines the relationships between the observed periodical oscillations at the solar activity frequencies of the Earth rotation, mean sea level and ice thickness accumulation rate over the polar continental ice sheets. It is possible to reconstruct the periodical behavior of the global hydrological cycles by means of available astronomical data, or to reconstruct Earth rotation data by means of available mean sea level changes.
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Abstract.
Some of the few available experimental studies are discussed which demonstrate peculiarities of the local response of the global atmospheric electrical circuit (GEC) to major solar proton events (SPE), concerning conductivity, the fair-weather electric current \( J_z \) from ionosphere to ground, and the related field \( E_z \). For more representative picture, these experiments include auroral and lower latitudes, as well as different altitudes: the ground level, stratosphere and mesosphere. The experimental data show typical peculiarities: although these are not fully understood yet, they can give a key to the global response of GEC to SPE. It is concluded that a relevant 3D dc model of GEC is necessary to determine factors and physical conditions which would lead to the locally observed characteristics.

Introduction
The aim of this work is to demonstrate the specific peculiar response of the global atmospheric electrical circuit (GEC) during major solar proton events (SPEs) seen from the available experimental studies performed in different atmospheric locations. These comprise measurements of the main electrical characteristics (conductivity \( \sigma \), electrical field \( E \) and current density \( J \)) within several groups: a) at high and middle latitudes - balloon experiments at altitudes between 26 km and 31 km, as well as rocket measurements in stratosphere and mesosphere; b) ground-based measurements at high and low latitude. All these experimental studies demonstrate peculiar and large variations which cannot be predicted theoretically [Farrell and Desch, 2002]. Some factors are formulated in this work which can be responsible for the demonstrated peculiar behavior, together with their further analysis. The main future goal is to clarify the global-scale behavior of GEC during SPEs. Recent studies demonstrate that SEP can affect weather [Veretenenko, 2017], with GEC as hypothetical mediator between solar drivers and weather formation. According to the hypothesis [Tinsley, 2000] weather formation is affected by variations of the electric current \( J_z \) of few pA/m\(^2\) which flows in GEC from the ionosphere to the surface in fair-weather regions where \( J_z \) influences creation of cloud and the atmospheric circulation.

Peculiarities demonstrated from experimental results in stratosphere

a) Measurements in Antarctic stratosphere during SPE’69 (GLE) on 20 January 2005
Fig.1 demonstrates data from GOES-10 for the solar proton flux during SPE’69 on 20.01.2005 (the upper-left panel), together with the simultaneously obtained balloon-borne data for the conductivity \( \sigma \) (the lower-left panel), the vertical electric field \( E_z \) (the upper-right panel), and the related current density \( J_z \) (the lower-right panel) in Antarctic stratosphere at coordinates between (70.9°S, 10.9°W) and (71.4°S, 21.5°W), and at altitude 30.9 - 33.2 km [Kokorowsky et al., 2006; 2012]. Some of the peculiarities of the observed characteristics (not satisfactorily explained yet) are discussed by us here. Before the SPE onset at 06:51 UT \( \sigma, E_z, \) and \( J_z \) have typical values: \( \sigma \) is few \( \times10^{-10} \) S/m; the electric current \( J_z \) is downward, with mean value \( \sim2 \) pA/m\(^2\), however \( E_z \) and \( J_z \) are unusually dispersed. After SPE onset, till 13:48 UT: i) the conductivity \( \sigma \) increases due to ionization by protons with energies \( \sim100 \) MeV - initially \( \sim20 \) times or more; ii) \( E_z \) initially suddenly drops almost to zero, then \( E_z \) increases to its usual values; iii) \( J_z \) shows large variations to values about 5 times larger than usually. In
the period 13:48-5:58 UT conductivity exceeds 5-10 times its usual values, and \( E_z \), as well as \( J_z \) remain close to zero. After 15:58 UT \( E_z \) and \( J_z \) suddenly change their direction from downward to upward for at least 5 hours, yet \( J_z \) exceeds more than twice its typical value. This occurred together with the sudden increase of protons with energies <5 MeV which do not reach stratosphere. Also, a geomagnetic storm (12:00-18:00 UT; Kp=4o, 5-), and a strong sub-storm from ~15:00 till ~18:00 UT (with AE~1200 nT) occurred. The current \( J_z \) remained reversed to upward for hours, yet exceeds more than twice its typical value (these last features are hard to explain). Although SPE’69 causes dramatic modification of conductivity \( \sigma \) in the middle atmosphere at high latitudes due to strong ionization, as demonstrated in Fig.2 [Usoskin et al., 2014], the model results by the well-known oversimplified 1D model presentation of GEC by an equivalent circuit predicts that changes of \( J_z \) are <~5%; thus, this model does not predict the large and long-time variations in Fig.1.

![Fig.1. Data from GOES-10 for the integral proton intensity energies for channels > 1, 10, 30, and 50 MeV (the upper-left panel); simultaneous measurements of conductivity □ (the lower-left panel); vertical electric field \( E_z \) (the upper-right panel); and the vertical current density \( J_z \) (the lower-right panel) computed from □ and \( E_z \) [Kokorowski et al., 2006; 2012].](image)

Similar model estimations are obtained also by [Farell and Desch, 2002], in contradiction with experimental data for \( E_z \) and \( J_z \).

b) Measurements in stratosphere at middle latitudes during SPE on 16 February 1984

During SPE (with GLE) on 16 Feb.1984 the electric characteristics \( \sigma \), \( E_z \), and \( J_z \) were obtained on a balloon payload EMA-8 with coordinates (44.6°S, 142.7°E), \( \Lambda=-56.3° \) [Hozlworth et al., 1987]. Data obtained are presented in Fig.2. This SPE occurred in short time period (~ one hour). Simultaneously was obtained data from identical payload EMA-7 located on lower latitude (\( \Lambda=-48.8° \)) which indicated no effect of SPE on \( \sigma \), \( E_z \), and \( J_z \). Both \( \sigma \) and \( E_z \) increased initially (\( \sigma \) enhanced more than twice); \( J_z \) also increased (2.2 times). Peculiarities of perturbations of \( \sigma \), \( J_z \), and \( E_z \), though smaller and in shorter time, resemble those demonstrated in Fig.1. These perturbations are also in contradiction with modeling [Farrell and Desch, 2002], and are even more striking than in the former case, since they take place at latitude with much higher cutoff rigidity (> 1 GV).
Features of vertical electric fields in mesosphere and stratosphere

In a series of rocket experiments above Heiss Island (80°37N, 58°03E) and above southern Indian Ocean [Zadorozhny et al., 1998] found unusually large (~1 V/m) vertical electric field $E_z$ in the mesosphere which still remain unexplained. Fig.3 demonstrates profiles of $E_z$ in three cases above Indian Ocean. On 21.10.1989 19:31 UT, at (58.5°S, 51.1°E), $\Lambda = 62.7^\circ$S the electric field $E_z$ (presented by thick solid line) reached much larger peak in mesosphere (12.2 V/m) than in all other cases (the second largest peak $E_z$ was for 12.10.1989 shown in Fig.3 by dashed line). The first case on 21.10 coincided with both strong solar proton event and major geomagnetic storm (with Kp=8) which cause the enhancement of $E_z$.

![Fig.2. Conductivity $\sigma_{TOT}$, vertical electric field $E_z$ and current density $J_z = \sigma E_z$ during SPE on 16 Feb.1984 from balloon-borne measurements at 26 km altitude, at (44.6°S, 142.7°E), $\Lambda = −56.3^\circ$.](image)

![Fig.3. Vertical electric fields $E_z$ measured in Southern Indian Ocean in 1989 on: 11 September 20:15 UT at (52.4°S, 41.07°E) (thin solid line); 12 Oct. 18:30 UT at (57.1°S, 45.0°E) (dashed line); 21 Oct., 19:31 UT at (58.5°S, 51.1°E) (thick solid line). First two cases are during quite geomagnetic conditions. The last case is during a major geomagnetic storm (Kp=8) and GLE.](image)
The following peculiarities are observed: i) Paradoxically large and still unexplained electric fields $E_z$ are observed in mesosphere and stratosphere in large number of cases; in Southern hemisphere $E_z$ peaks are often much bigger than those in Heiss Island ($80.6^\circ$N); ii) usually, direction of the vertical electric field $E_z$ changes at $\sim 50$ km, but while on 11.09 $E_z$ points to downward above 50 km and to upward below, in the other two cases it is upward above 50 km and downward below. The positive and the negative $E_z$ peaks have comparable values. The source of the large electric fields in mesosphere is under debate. [Zadorozhny et al., 1998], etc. suggested as hypothetical factors effects of charged aerosol particles and decreased conductivity.

**Behavior of potential difference $E_z$ at surface during SPEs**

*a) High latitudes (Kola Peninsula) during two major SPEs in 2001*

Measurements of air-earth current (AEC) $J_z$ and the potential difference (PD) $E_z$ at ground level at high latitudes have been realized in very few places and for limited periods of time. Fig.4 demonstrates observed variations of $E_z$ in Apatity (Kola Peninsula, Russia) at geomagnetic latitude $63.3^\circ$ during two major SPE (with GLE) in 2001: SPE-1 on 18 April, and SPE-2 on 4 November [Kasatkina et al., 2009]. In both cases CMEs took place. The following features are valid: 1) Variations of $E_z$ strongly enhance after the beginning of SPE; ($E_z$ can enhance up to $\sim 1$ kV/m); 2) For both SPEs the behavior of $E_z$ in the first and the second phase of a SPE is quite different: in the first phase $E_z$ varies strongly, yet remains positive; in the second phase $E_z$ becomes sometimes negative; its negative peaks can be as large as positive ones.

![Fig.4. Potential difference $E_z$ at surface in Apatity during SPE-1 on 18.04.2001 (left upper panel) and SPE-2 on 04.11.2001 (right upper panel). The two lower panels show the integral proton intensity energies for channels > 1, 10, 30, and 50 MeV (marked by numbers from 1 to 4 for SPE-1 and SPE-2, respectively. The vertical line marks the flare onset.](image)

*b) Low latitudes*

Fig.5 demonstrates ground-level variations of the potential difference $E_z$, (denoted here as atmospheric electric field, AEF) at low latitudes: in CASLEO, Argentina ($31.8^\circ$S, $69.3^\circ$W) at 2552 m altitude during SPE (GLE) on 17.05.2012 [Tacza et al., 2017]. Data for $E_z$ in the upper and the lower panels shown by black lines are obtained respectively from measurements at two stations, CAS1 and CAS2. The red lines in both panels show the average electric field $E_{za}$. Data show significant and typical deviations for a period of $\sim 10$ hours from the SPE onset at 0 UT. During the first phase (for $3.5 – 4$ h) $E_z$ is well smaller than $E_{za}$; then, for the next 5-6 hours, $E_z$ becomes well larger than $E_{za}$, as indicated by arrows.
Similar features take place also for a group of 8 solar proton events: during the first phase of SPE the measured electric field $E_z$ is lower than its average value for few hours, and the relation is opposite in the second (somewhat longer) phase of SPE. This pattern of $E_z$ during SPE at low latitudes is ‘reversed’ compared to that high latitudes (although the last is stronger expressed). This indicates that the global-scale reaction of GEC to SPE is of interest.

Factors hypothetically possible to enforce effects of SPE on GEC

All considered here results in Figures 1-5 demonstrate that the response of GEC to a SPE is much stronger and specific than predicted by modeling [Farrell and Desch, 2002]. For a possible explanation, four factors are considered in this work as hypothetically responsible for the specificity of the considered measurements.

Factor 1. Increase of conductivity in middle atmosphere at high latitudes by enhanced ionization by solar proton flux.

Factor 2. More effective electrical coupling of auroral ionosphere with GEC during SPE due to enhanced conductivity in middle atmosphere at high latitudes. Even penetration of a tiny part $J_{IS}$ of FAC (say, $\sim 10^{-6}$) into the middle atmosphere (due to larger conductivity during SPE) could be significant as superposed current in GEC. The total ionosphere-to-ground current $J_z$ would be then $J_z = J_{TS} + J_{IS}$ where $J_{TS}$ is the current from tropospheric sources [Tonev, 2018]. The relation between the geomagnetic activity and the current density $J_z$ in auroral stratosphere has been first supported experimentally by balloon-borne data series [D’Angelo et al., 1982].

Factor 3. A series of studies demonstrate that SPE can produce aerosol particles in the stratosphere [Mironova et al., 2014] and thus can cause decrease of the conductivity.

Factor 4. Penetrating energetic solar protons during SPE could create regions with charged particles, leading to formation of electric fields.

In order to take into account the possible effects of these factors on the electric characteristics new more adequate models of GEC (2D and 3D, as well as steady-state and quasi-statistic) have to be developed as future tasks.
Conclusions
1. Peculiar variations of the vertical electric field $E_z$ and related current density $J_z$ are observed during major SPEs at different altitudes and latitudes which are not explained in terms of equivalent electrical circuit. The responsible mechanisms should be searched.
2. Four factors are formulated which can play role in creation of the observed specific and large local variations in GEC during SPE.
3. Development is needed of 2D and/or 3D model of GEC with account to Factors 1-4.
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Abstract

On 29 October 2018 was successfully launched, at about 623 km altitude and at 98° inclination, the 23.5-kilogram mass satellite Ten-Koh, developed in Kyushu Institute of Technology by Prof. K. Okuyama. Ten-Koh's primary science instrument is the Charged Particle Detector (CPD) developed at the Prairie View A&M University, and NASA Johnson's Space Center of Houston, TX, USA. The Liulin Ten-Koh instrument is mounted on the top of the CPD. The following three primary radiation sources were expected and recognized in the data obtained with the Liulin Ten-Koh instrument: (i) globally distributed primary GCR particles and their secondary products, (ii) energetic protons in the South Atlantic Anomaly (SAA) region of the inner radiation belt (IRB); (iii) relativistic electrons and/or bremsstrahlung in the high latitudes of the Ten-Koh orbit where the outer radiation belt (ORB) is situated. The obtained data is compared with data from other Liulin type instruments. The aim of the paper is to confirm the presence of these radiation sources in the first space radiation data obtained by the satellite.

Introduction

The Ten-Koh satellite shape is quasi-spherical (Fig. 1), which diameter is about 500 mm and surrounded by solar cells. This satellite is constituted of structure, thermal control, attitude control, telecommunication, bus power system and payload power system. The size is: H465×W500×D500 mm and the mass is about 23.5 kg (Okuyama et al., 2019)

The first purpose of the Ten-Koh satellite missions is the observation of LEO environment. The “Ten-Koh are going to measure various LEO environment parameters and unveil the data via internet initially. The second purpose of the Ten-Koh satellite is to measure the degradation of advanced material, which has potential to use in the future. Involving students in satellite development, manufacture testing and operations is an important part of their curriculum and enhances their education (Fajardo et al., 2019).
The Charged Particle Detector (CPD) and the “Ten-Koh” satellite

The “Liulin Ten-Koh” (LTK) instrument is mounted on the top (Fig. 2) of the Charged Particle Detector (CPD) developed at Prairie View A&M University, and NASA Johnson's Space Center of Houston, TX, USA. Principal Scientist of this payload is Prof. P. Saganti (https://www.pvamu.edu/raise/space-payload/charged-particle-detector-2018/). Principal Engineer of the CPD project is S. D. Holland (formerly with NASA-JSC and currently with Holland-Space LLC, Houston, TX, USA (www.holland-space.com)).

The CPD manage the measurements with the following sensors: Liulin Spectrometer, 2 Open Sensors for Ambient Radiation Measurements, 2 Polyethylene Covered Sensors for Shielding Assessment, 2 Polyethylene Covered Sensors for Skin Dose Assessment, 2 X-ray Detectors. CPD also communicate with In-Flight programming capacity with “Ten-Koh” satellite.

Description of the “Liulin Ten-Koh” instrument

The LTK instrument is a Liulin-type deposited energy spectrometer DES instrument, which was successfully flown: (1) in the US Laboratory module of the ISS in May–August 1991 (Dachev et al., 2002, Wilson et al. 2007, Nealy et al., 2007, Slaba et al. 2011, Badavi, 2014); (2) inside ESA Biopan-5/6 facilities on Foton M2/M3 satellites in 2005 and 2007 (Häder et al., 2009, Damasso et al., 2009; (3) Indian Chandrayaan-1 satellite (Dachev et al., 2011), and (4) inside the ESA EXPOSE-E/R/R2 facilities outside the Columbus/Zvezda modules of the ISS in 2008–2016 (Dachev et al., 2012, 2015 and 2017).

Fig. 2 shows the external view of the LTK instrument (pls. look the box at the top of the CPD) with the size of 122x40x20 mm and 0.092 kilograms mass. The power consumption is about 17 mA from 12 V DC. After switching on, the LTK spectrometer performs internal test and wait to obtain external command. On a receipt of command, it starts to accumulate in 256 channels the deposited energy spectrum used further to estimate the predominant radiation source and to calculate the dose and the flux of particles in the silicon detector. The exposition time of one spectrum depends on the frequency of issue of the external command to measure and can be between 5 and 2100 sec with 1 sec resolution.

The LTK spectrometer contains: one semiconductor detector - silicon PIN diode of Hamamatsu S2744-08 type with 2 cm² area and 0.3 mm thickness, one low noise hybrid charge-sensitive preamplifier A225F type of AMPTEK Inc., a fast 12 channel ADC, 2 microcontrollers and buffer memory. Pulse high analysis technique is used for measurement of the energy losses in the detector.
The main measurement unit in the LTK instrument is the amplitude of the pulse after the preamplifier, generated by particles or quanta, hitting the detector (Dachev et al., 2002). The amplitude of the pulse is proportional by a factor of 240 mV MeV\(^{-1}\) to the energy loss in the detector and respectively to the dose. By 12-bit analogue to digital converter (ADC), these amplitudes are digitized and organized in a 256-channel deposited energy spectrum. The dose in the silicon detector \(D_{Si}\) [Gy] by definition in System international (SI) is one Joule deposited in 1 kg of matter. The absorbed dose in LTK is calculated by dividing the summarized in 256 channels energy depositions in the spectrum in Joules to the mass of the detector in kilograms.

The semiconductor detector of the LTK instrument is mounted approximately 2 mm below the 0.3 mm thick aluminum cover plate. Furthermore, there is shielding from 0.07 mm copper and 0.2 mm plastic, which provided 0.3 g cm\(^{-2}\) of total shielding from the front side. The LTK instrument is additionally shielded by 2 FR-4 (glass epoxy) plates with total thickness of 3.15 mm and by 5.0 mm carbon fiber reinforced polymer (Fajardo et al., 2019, (see Fig. 3b there).

The calculated required kinetic energy of particles arriving perpendicular to the detector is 2.6 MeV for electrons and 62.5 MeV for protons. This means that only electrons and protons with energies exceeding the values listed above can cross the “Liulin Ten-Koh” shielding materials and reach the detector surface. The detector shielding, being larger from the sides and from behind, stops the low energy ORB relativistic electrons, attenuates the lower energy IRB protons, but practically does not change the flux of the primary GCR particles.

**Analysis of the first data obtained by “Liulin Ten-Koh Saganti” (flight) instrument**

The first command transmission and data downlink with Ten-Koh satellite happen over KIT, Japan on 31 Oct 2018. The first “Liulin Ten-Koh Saganti” spectrum was received on 08 November 2018 at 13:17:00 Japanese Standard Time.

**Analysis of the predominant GCR data, obtained on 17 January 2019**

Recently, Dachev et al., (2017) confirmed that the best analysis of the radiation sources type could be made from the dose to flux ratio and from deposited energy spectra shape. Very
briefly, the data can be simply split into two parts by using the dose to flux ratio (D/F) (Heffner, 1971). When the D/F is less than 1.12 nGy cm$^2$ particle$^{-1}$, the expected predominant type of radiation in the interval of the measurement is ORB electrons. When the D/F is greater than 1.12 nGy cm$^2$ particle$^{-1}$, the expected type of radiation is IRB or SEP protons (Heffner, 1971, Dachev 2009, Dachev et al., 2012). The GCR source spans the two ranges. The GCR source was identified by the requirements that their dose rates are less than 15 μGy h$^{-1}$. The deposited energy spectra shape depends by the type of radiation and was comprehensively studied by Dachev 2009, Dachev et al., (2012 and 2017).

Further, in the paper we will investigate 3 examples of observations of LTK data with expected predominant GCR, IRB and ORB radiation environment. Because of the very low solar activity, solar energetic protons (SEP) was not observed in the available till now Ten-Koh data.

An amount of 14 LTK spectra was received on 17 January 2019. The date, time and geographic coordinates of Ten-Koh satellite normal mode execution is characterized by Mission starting time: 11:15:01 17/01/2019 UTC and mission ending time: 11:21:26 17/01/2019 UTC. The starting latitude is 33.7149°N, while the starting longitude is 158.3639°W.

The chain of black points in Fig. 3 shows the trajectory of the Ten-Koh satellite on 17 January 2019, plotted over the CRRESELE at 630 km relativistic electrons (>2.6 MeV) predicting global map, obtained online from (www.spenvis.oma.be). It is seen that the satellite moves in the northern hemisphere out from the predicted ORB maximum and far away from the SAA region in pure GCR environment.

Figure 4 presents the L-value profiles of the GCR flux, dose and dose to flux rate, obtained by the LTK spectrometer on 17 January 2019. It is seen that the flux profile (blue points and line) slowly increase in the range from 0.5 to 2.5 cm$^2$ s$^{-1}$ when the L-value changes from 1.37 to 2.87. The dose profile (red points and line), being in dependence by the deposited in the detector energy, shows relatively small values up to L=2 and increase to about 7 μGy h$^{-1}$ in the L-value range above 2.

Geomagnetic shielding, measured by the vertical cutoff rigidity (Smart & Shea, 2005), is the reason for reduced GCR fluxes and dose rates at low L values (Fig. 4) and the slightly rising dose rate toward L values of 2.15. At these increasing L values the vertical cutoff rigidity decreases, and the major amount of the low-energy GCR spectra penetrate down to the Ten-Koh orbit.

The R3DR2 dose rate data (Dachev et al., 2017), obtained in rectangle with coordinates (180°÷150°W, 33°÷55°N), which include the Ten-Koh trajectory, are plotted with green crosses in Fig. 4. The solar modulation (Potgieter, 2013) of the GCR flux is the reason that the R3DR2 dose rate data are in average (3.7 μGy h$^{-1}$) smaller than the LTK dose rate data (4.67 μGy h$^{-1}$). The R3DR2 dose rate data are obtained in 11-20 April 2015 time interval close to the maximum of the 24th solar cycle (https://www.swpc.noaa.gov/products/solar-cycle-progression), while the LTK data are obtained in January 2019 in the minimum of the solar cycle.
The third parameter plotted in Fig. 4 (heavy black points and line for LTK data and magenta crosses for the R3DR2 data) is the dose to flux ratio (D/F). It is seen that in all L range the D/F value for the both instruments is close to 1.12 nGy cm$^2$ particle$^{-1}$, which verify that the data are obtained in predominant GCR environment.

Figure 5 illustrates the different shapes of the deposited energy spectra as obtained by the LTK and R3DR2 instruments. The deposited dose rate is the area between the abscissa and the curve of the deposited energy spectrum.

The LTK average spectrum obtained on 17 January 2019 is presented with red triangles and red line. The shape of this spectrum looks very similar to the R3DR2 spectra up to deposited energy of 2 MeV. Further, the LTK spectrum points, being only single points, depend strongly by the energy depositions in the channel (i.e. channel number) and their values are far above the R3DR2 instrument GCR spectra values.

As explained in previous paragraph, the LTK spectrum are higher than the GCR R3DR2 instrument April 2015 spectrum (green line and points) and the globally averaged over 3,393,592 R3DR2 measurements in period 24 October 2014-10 January 2016. The shape of this spectrum looks very similar to the R3DR2 spectra and this confirms again that the LTK data are obtained in predominantly GCR environment.

Generally, the Liulin Ten-Koh spectrum is above the R3DR2 spectra because:

- The R3DR2 spectrum represent the global GCR dose rate, which is in average 2.78 µGy h$^{-1}$, while the LTK average spectrum represent relatively high latitude doses with average value of 4.67 µGy h$^{-1}$;
- The higher altitude of the Ten-Koh satellite (~620 km) than ISS (415 km);
- The lower solar activity, which increase the GCR flux in the near Earth radiation environment (Potgieter, 2013).

**Analysis of the predominant IRB data, obtained on 25 December 2018**

The trajectory of the Ten-Koh satellite on 25 December was very interesting because in its Northern part energetic protons (>62.5 MeV) in the SAA was observed, while the Southern part ORR relativistic electrons (>2.6 MeV) was registered. In the upper and lower frames of Fig. 6 is presented these two cases. As in Fig. 4 the Ten-Koh trajectory is presented with a chain of black points.

Figure 7 presents the L-value profiles of the flux, dose and dose to flux rate, obtained by the LTK spectrometer on 25 December 2018. According to the values of the D/F ratio,
the data are selected in 3 different radiation sources mentioned by labels in the figure. Our
major interest is in the first 6 points (from the left) in the dose profile (red points and line) and
particularly the first 4 points, where the dose rate is higher than 30 µGy h\(^{-1}\) and the D/F ratio
is higher than 1.12 nGy cm\(^2\) particle\(^{-1}\). These values in L range less than 2 and the picture in
the lower frame of Fig. 6 reveals that the predominant radiation source there is energetic
protons in the region of the SAA.

To confirm this, Fig. 8 presents the shapes of the deposited energy spectra as obtained by the LTK on 25 December 2018
and by R3DR2 instrument. The first impression from the deposited energy shapes in Fig. 8 is that they are completely
different from these in Fig. 5.

The existence of maximum at higher depositing energies than in Fig. 5 is explained with predominant registration of
SAA protons with energies less than 300 MeV (Fajardo et al., 2019, see Fig. 8b and
8c there), while the GCR protons reaching
the detector have energies larger than 300 MeV. More precisely the shapes of the depositing
energy spectra in the region of the SAA was studied by Dachev (2009) and by Dachev et al.
(2017).

There are 3 different spectra with 3 different depositing energy per channel values in
Fig. 8. The highest spectrum presents the data in the first point in Fig. 7 and the dose rate is
calculated to be 853 µGy h\(^{-1}\). The middle spectrum is obtained, by averaging of all first 3
points in Fig. 7 and the dose rate there is 451 µGy h\(^{-1}\). The spectrum from R3DR2 data is the
result from averaging of 9,129 spectra obtained between 24 October 2014 and 10 January
2016 in a region with coordinates (50°÷60°W, 40°÷50°N), which include the Ten-Koh
trajectory. The dose rate is 221 µGy h\(^{-1}\). Nice coincidence of the shape of the spectra confirm
the preliminary expectation that those measurements with the LTK spectrometer was
performed in predominant IRB radiation environment.

Analysis of the predominant ORB data,
obtained on 20 December 2018

The chain of black points in Fig. 9
shows the trajectory of the Ten-Koh
satellite on 20 December 2018, plotted
over the CRRESELE at 630 km relativistic
electrons (>2.6 MeV) predicting global
map, obtained online from
(www.spacenews.oma.be ). It is seen that the
satellite moves in the northern hemisphere
crossing first low L GCR source region,
next crosses the region of the Northern
hemisphere ORB maximum and moves
again in the GCR source in the polar cap
region.

The L-value profiles of the flux and
dose rate in Fig. 10, obtained by the LTK
spectrometer on 20 December 2018,

![Fig. 10. The L-value profiles of the flux, dose and dose to flux value, obtained by the LTK spectrometer on 20 December 2018.](image)

Fig. 11. Comparison of the LTK deposited energy spectrum shape, obtained on 20 December 2018 with averaged ORB spectrum and precipitation band spectrum, obtained on ISS with R3DR2 instrument.
confirm the analysis in the previous paragraph. It is seen that the dose rate and flux profiles first have small values, typical for the GCR region, next with the increase of the L-value, increased to well-formed maxima in the region of the Northern hemisphere ORB maximum and decrease back to low values in the region of the polar cap.

The D/F values in Fig. 5 have values with small exceptions larger than 1.12 nGy cm\(^2\) particle\(^{-1}\) for the points mentioned as GCR and fall down below 1.12 nGy cm\(^2\) particle\(^{-1}\) for the points mentioned as ORB. This is in agreement with the Heffners (1971) experimental model predictions.

Figure 11 shows 3 deposited energy spectra as obtained by the LTK and R3DR2 instruments. The lowest spectrum with red line and red triangle markers is the LTK for the maximal 2 points in Fig. 10. It is seen that the shape of the LTK spectrum is very similar to other 2 spectra up to 2 MeV.

The green spectrum is obtained by the R3DR2 instrument on ISS in the period 21-30 June 2015, while the black spectrum is the result of averaging of 4 spectra obtained on 4 July 2015 during registration of precipitation band (Dachev et al. 2018).

Conclusions

The paper presents the analysis of the first space radiation data, obtained by Liulin Ten-Koh instrument on the Japanize Ten-Koh satellite. Never the less that the first amount of data from “Liulin Ten-Koh Saganti” spectrometer are relatively limited the comparison with larger amount of R3DR2 data show that they have the expected dose to flux values and shapes of the deposited energy spectral and can be used for the further more comprehensive analysis of the LEO environment at the Ten-Koh satellite.
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Abstract.
Based on data from the SPR-N and SONG multi-channel hard electromagnetic radiation detectors onboard the CORONAS-F space observatory and the X-ray monitors onboard GOES satellites, we have distinguished the thermal and non-thermal components in the X-ray spectrum of a number of powerful flares of 23rd solar activity cycle. Temporal, spectral and energetic parameters of the flares were analyzed using the catalogs of Solar Energetic Particles and Related Phenomena (http://newserver.stil.bas.bg/SEPcatalog/).

Introduction
In the comparative analysis of flares with similar characteristics, but with different geoeffectiveness, it was shown that it may be important to take into account the conditions for the release of particles from the flare area (magnetic field topology) [Bogomolov et al., 2018]. The same conditions can affect how much of the energy of the accelerated electrons will be used to heat the solar plasma, and which will leave the flare region along with the accelerated particles.

The experiment
The CORONAS-F observatory was launched on July 31, 2001 into a quasi-circular orbit with an inclination of 82.5°, orbital period of 94.5 min. and an altitude of 507±21 km (by the end of the flight, its orbit dropped to ~ 300 km). The spacecraft ceased to exist on December 6, 2005. The main tasks of the CORONAS-F mission are to study non-stationary processes on the Sun and their effects on the interplanetary medium and the Earth’s magnetosphere.

In this work, we used the data of two devices installed on the CORONAS-F. One of them is SPR-N elaborated for studying X-ray radiation from solar flares in the range of 15-100 keV and measuring its linear polarization. In this work, only the SPR-N patrol detector was used. This is a scintillation detector based on CsI (Na) with a diameter of 1.5 cm and a thickness of 0.3 cm, above which is a cylindrical collimator providing a rather narrow field of view of the detector - within 5x5 degrees. To protect against X-rays coming from the spacecraft, lead glass 0.5 cm thick is placed under the CsI (Na) crystal. During the whole experiment with the SPR-N instrument, which began on August 15, 2001, the instrument operated in the monitor mode of continuous measurements. The output parameters of the SPR-N patrol detector are the counting rates in channels 15–40 and 40–100 keV, as well as the counting rate of the anti-coincidence shield from plastic scintillator. The time resolution of the patrol detector of the device was determined by the exposure time, which, as a rule, was equal to 4 seconds.

To obtain the parameters of the bremsstrahlung radiation from solar flares, we used data from the SONG instrument, designed to measure hard X-rays, gamma rays in lines and continuum, as well as neutron and relativistic electron fluxes. Particles are registered in SONG by scintillation detector based on a CsI(Tl) crystal with a diameter of 200 mm and a height of 100 mm, surrounded by an active anti-coincidence shield from a plastic scintillator used for protection against charged particles, as well as for the detection of relativistic electrons. The time resolution of SONG during the experiment ranged from 1 to 4 seconds.
The wide energy range from 30 keV to 200 MeV was divided into 12 channels, the first five of which at the beginning of the experiment had values: 0.03–0.06, 0.06–0.15, 0.15–0.5, 0.5–1.5 and 1.5–4 MeV. During the flight, the threshold values slowly increased, by the end of 2005 the difference was about 1.5 times. A more detailed description of the experiments with SPR-N and SONG can be found in earlier works [Bogomolov et al. 2003, Bogomolov and Myagkova 2017, Kuznetsov et al. 2006, Zhitnik et al. 2006].

Table 1 List of solar flares observed by the SPR-N instrument which can be used to separate the thermal and non-thermal components of X-ray radiation.

<table>
<thead>
<tr>
<th>DATE</th>
<th>GOES Tbeg-Tmax-Tend</th>
<th>class</th>
<th>Lat</th>
<th>Lon</th>
<th>Backgr</th>
<th>Emax</th>
<th>SONG</th>
<th>SEP</th>
</tr>
</thead>
<tbody>
<tr>
<td>25.08.2001</td>
<td>16:23 16:45 17:04</td>
<td>X5,3</td>
<td>-17</td>
<td>-34</td>
<td>bCbe</td>
<td>60-100</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>05.09.2001</td>
<td>14:25 14:32 14:34</td>
<td>M6,0</td>
<td>15</td>
<td>31</td>
<td>E</td>
<td>1.3-4</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>11.12.2001</td>
<td>7:58 8:08 8:14</td>
<td>X2,8</td>
<td>16</td>
<td>-41</td>
<td>Cbe</td>
<td>7-15</td>
<td>SEP</td>
<td></td>
</tr>
<tr>
<td>20.05.2002</td>
<td>15:21 15:27 15:31</td>
<td>X2,1</td>
<td>-21</td>
<td>-65</td>
<td>Eb</td>
<td>7.7-16.5</td>
<td>SEP</td>
<td></td>
</tr>
<tr>
<td>17.07.2002</td>
<td>6:58 7:13 7:19</td>
<td>M8,5</td>
<td>21</td>
<td>17</td>
<td>E</td>
<td>1.6-4.8</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>18.07.2002</td>
<td>3:22 3:37 3:40</td>
<td>M2,2</td>
<td>20</td>
<td>27</td>
<td>E</td>
<td>0.6-1.6</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>20.08.2002</td>
<td>8:22 8:26 8:30</td>
<td>M3,4</td>
<td>-10</td>
<td>38</td>
<td>E</td>
<td>4.8-8.4</td>
<td>SEP</td>
<td></td>
</tr>
<tr>
<td>21.08.2002</td>
<td>1:35 1:41 1:45</td>
<td>M1,4</td>
<td>-11</td>
<td>47</td>
<td>E</td>
<td>0.6-1.6</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>21.08.2002</td>
<td>5:28 5:34 5:36</td>
<td>X1,0</td>
<td>-12</td>
<td>51</td>
<td>E</td>
<td>4.8-8.4</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>24.08.2002</td>
<td>0:49 1:12 1:31</td>
<td>X3,1</td>
<td>-2</td>
<td>81</td>
<td>Ebc</td>
<td>4.8-8.4</td>
<td>SEP</td>
<td></td>
</tr>
<tr>
<td>30.08.2002</td>
<td>12:47 13:29 13:35</td>
<td>X1,5</td>
<td>15</td>
<td>-74</td>
<td>E</td>
<td>4.8-8.4</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>10.09.2002</td>
<td>14:49 14:56 15:00</td>
<td>M2,9</td>
<td>-10</td>
<td>-43</td>
<td>E</td>
<td>0.6-1.6</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>17.03.2003</td>
<td>18:50 19:05 19:16</td>
<td>X1,5</td>
<td>-14</td>
<td>39</td>
<td>Cbe</td>
<td>5.2-9.1</td>
<td>SEP</td>
<td></td>
</tr>
<tr>
<td>09.04.2003</td>
<td>23:23 23:29 23:34</td>
<td>M2,5</td>
<td>-10</td>
<td>78</td>
<td>Eb</td>
<td>0.6-1.6</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>26.04.2003</td>
<td>3:01 3:06 3:12</td>
<td>M2,1</td>
<td>20</td>
<td>69</td>
<td>Eb</td>
<td>1.7-5.2</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>26.04.2003</td>
<td>8:01 8:07 8:09</td>
<td>M7,0</td>
<td>n/d</td>
<td>n/d</td>
<td>Cb</td>
<td>5.2-9.1</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>27.05.2003</td>
<td>22:56 23:07 23:13</td>
<td>X1,3</td>
<td>-7</td>
<td>17</td>
<td>E</td>
<td>5.2-9.1</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>28.05.2003</td>
<td>0:17 0:27 0:39</td>
<td>X3,6</td>
<td>-7</td>
<td>17</td>
<td>bE</td>
<td>5.2-9.1</td>
<td>SEP</td>
<td></td>
</tr>
<tr>
<td>29.05.2003</td>
<td>0:51 1:05 1:12</td>
<td>X1,2</td>
<td>-6</td>
<td>37</td>
<td>bCb</td>
<td>5.2-9.1</td>
<td>SEP</td>
<td></td>
</tr>
<tr>
<td>23.10.2003</td>
<td>8:19 8:35 8:49</td>
<td>X5,4</td>
<td>-21</td>
<td>-88</td>
<td>bCbe</td>
<td>5.2-9.1</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>24.10.2003</td>
<td>2:27 2:54 3:14</td>
<td>M7,6</td>
<td>-19</td>
<td>-72</td>
<td>Ebc</td>
<td>0.65-1.7</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>28.10.2003</td>
<td>9:51 11:10 11:24</td>
<td>XX17,2</td>
<td>-16</td>
<td>-8</td>
<td>ebCbe</td>
<td>80-130</td>
<td>SEP</td>
<td></td>
</tr>
<tr>
<td>29.10.2003</td>
<td>20:37 20:49 21:01</td>
<td>XX10,0</td>
<td>-15</td>
<td>2</td>
<td>bEb</td>
<td>5.2-9.1</td>
<td>SEP</td>
<td></td>
</tr>
<tr>
<td>04.11.2003</td>
<td>19:29 19:50 20:06</td>
<td>XX28,0</td>
<td>-19</td>
<td>83</td>
<td>bCbe</td>
<td>130-260</td>
<td>SEP</td>
<td></td>
</tr>
<tr>
<td>17.11.2003</td>
<td>8:55 9:05 9:19</td>
<td>M4,2</td>
<td>-1</td>
<td>-33</td>
<td>E</td>
<td>1.7-5.2</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>06.01.2004</td>
<td>6:13 6:29 6:36</td>
<td>M5,8</td>
<td>5</td>
<td>-90</td>
<td>E</td>
<td>1.7-5.2</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>11.04.2004</td>
<td>3:54 4:19 4:35</td>
<td>C9,6</td>
<td>-16</td>
<td>46</td>
<td>E</td>
<td>0.22-0.73</td>
<td>SEP</td>
<td></td>
</tr>
<tr>
<td>01.01.2005</td>
<td>0:01 0:31 0:39</td>
<td>X1,7</td>
<td>6</td>
<td>-34</td>
<td>E</td>
<td>2-6</td>
<td>SEP</td>
<td></td>
</tr>
<tr>
<td>20.01.2005</td>
<td>6:36 7:01 7:26</td>
<td>X7,1</td>
<td>14</td>
<td>61</td>
<td>Ebc</td>
<td>90-150</td>
<td>SEP</td>
<td></td>
</tr>
</tbody>
</table>

Data

During the experiment (August, 2001 – end of 2005) we obtained the following data. The X-ray emission with E>15 keV was observed by SPR-N in 159 solar flares. List of the flares observed by SONG includes 105 flares with HXR-emission >50 keV. 38 of them were observed in the energy channel >500 keV. In 4 flares gamma-emission with E>100 MeV was detected. Catalog of the flares observed in the experiment with SONG can be found in http://swx.sinp.msu.ru/apps/solar_flares_cat/. For problems of separation of thermal and non-thermal radiation, data of simultaneous measurements with the SPR-N instrument (containing both components of radiation) and SONG (bremsstrahlung, at least three channels) are required. The list of suitable flares is presented in Table 1.

First seven columns of the table are well-known data from the solar event lists: date of the flare, times (start, maximum and end) of soft X-ray emission, observed by GOES, the flare...
class (GOES, https://satdat.ngdc.noaa.gov/sem/goes/data/new_full/) and the solar coordinates of the active region. The next column, named ‘backgr’, shows the background conditions at the time of the flare. CORONAS-F operated on the near-Earth polar orbit, thus besides equatorial regions it crossed polar caps and Earth’s radiation belts (ERB). The conditions are shown as the sequence of the letters: e (equator), c (polar cap) and b (ERB). The capital letter indicates the moment of maximum X-ray flux. For example, a sequence ‘bCbe’ means that a flare begins when the satellite was in a ERB, the maximum of flare radiation corresponds to a polar cap, then the satellite again crosses ERB, and the end of the flare is on the equator.

For some time the satellite was in the shadow of the Earth. Flares, for which the Sun was screened by the Earth at the moment of maximum radiation, were not selected for analysis. Three flares, in which during some time (not at the moment of maximum) the satellite was in the Earth’s shadow, are marked with a gray background in the ’backgr’ cell.

The next column, labeled ‘Emax SONG’, shows the maximum energy channel in which the SONG detected gamma radiation at a level that is significant for this work, i.e. with the ability to include this channel for obtaining the spectral index, as well as for observing the dynamics of gamma radiation during the flare.

The last column (‘SEP’) indicates in which flares presented in the SOHO/ERNE proton event catalog (http://newserver.stil.bas.bg/SEPcatalog/) there was a significant flux of protons with energies 17–22 MeV. See the description of the catalog in the paper of Myagkova et al., [2019, this issue].

Results
a) Method

We take into account two components of hard X-ray emission:

1) Thermal emission from an optically thin plasma, \( I(E, kT) = J_{nth} \exp(-E/kT) /E \)

2) A power-law bremsstrahlung spectrum, \( I(E, \gamma) = J_{nth} E^{-\gamma} \)

Other components (gamma ray lines, \( \pi^0 \)-decay etc.) do not yield to the hard X-ray and soft gamma-ray emission.

In the SPR-N channel 40–100 keV only bremsstrahlung component presents. In the SPR-N channel 15–40 keV both thermal and non-thermal components are present. The spectral index in the channel 15-40 keV is the same as in the channel 40–100 keV.

The parameter of thermal radiation \( kT \) can be estimated from the ratio of values of the GOES channels 1–8 Å and 0.5–4 Å. At the same time, the contribution of thermal radiation to the SPR-N counting rate in a channel 15–40 keV cannot be estimated accurately only by GOES data. The reason is that the spectrum of thermal radiation in the energy range >15 keV is strongly incident and the error in the energy threshold values even per fraction of keV leads to a difference in counting rates by several times.

We used a different approach. First, an estimate of the bremsstrahlung index \( \gamma \) was made using SONG channels in which the contribution of gamma lines looks insignificant. Thermal radiation in SONG is absent. Then, knowing the \( \gamma \), we determined the constant \( J_{nth} \) from the condition that in the SPR-N channel 40–100 keV the count rates were equal to the observed ones. After this we extrapolate the obtained power-law spectrum to the SPR-N channel 15–40 keV and calculated the expected count rates in it caused only by the bremsstrahlung emission. The remaining part of the count rates (\( I(\text{total}) - I(\text{bremsstrahlung}) \)) is due to thermal component. Finally, we calculate the thermal radiation constant \( J_{nth} \) using kT, determined according to the GOES, and the condition that the SPR-N count rates in the 15–40 keV channel expected from the thermal part of the spectrum must be equal to the observed ones. As an example, Fig. 1 shows the results of the calculations described above for the flare 29.10.2003 of class X10.
b) Statistical analysis

To search for a possible connection between the characteristics of thermal and non-thermal components of X-ray radiation with SEP and solar wind, we chose the following parameters for the correlation analysis:

- Gamma – Power index of bremsstrahlung (non-thermal radiation);
- kT of thermal emission;
- E (cross) – energy at which thermal and non-thermal radiation fluxes become equal;
- Part (%) of non-thermal radiation, in the beginning, middle and end of a flare;
- GOES class, i.e. flux in soft X-rays 1–8 Å [W/m²];
- Jp – Peak proton intensity [protons/(cm²·s·sr·MeV)] – from SOHO/ERNE catalog;
- Je – electron fluxes in three bands: 53–103, 103–175 and 175–315 keV (ACE/EPAM);
- CME – linear speed [km/s].

The obtained matrix of the Pearson’s correlation coefficients is presented in Table 2. Note that the correlation coefficient R only shows the strength of the linear relationship. In many cases, the relationship may be non-linear. For example, the dependence of energy E (cross) to the flare class in soft X-rays, shown in Fig. 2, is well approximated by a logarithmic line with the coefficient of determination $R^2 > 0.8$. 

![Graph showing SPR-N and SONG count rates, bremsstrahlung spectral index, kT, part(%) of non-thermal emission in the SPR-N channel 15-40 keV and energy E(cross) at which thermal and non-thermal radiation fluxes become equal, obtained for the solar flare X10.0 29.10.2003.](image-url)
Table 2. Correlation matrix between the parameters of the flare X-ray emission, proton and electron fluxes and CME speed.

<table>
<thead>
<tr>
<th></th>
<th>Jp 17-22 MeV</th>
<th>Je 53-103 keV</th>
<th>Je 103-175 keV</th>
<th>Je 175-315 keV</th>
<th>V(CME)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GOES class</td>
<td>0.59</td>
<td>0.36</td>
<td>0.38</td>
<td>0.37</td>
<td>0.79</td>
</tr>
<tr>
<td>Gamma</td>
<td>-0.47</td>
<td>-0.27</td>
<td>-0.31</td>
<td>-0.44</td>
<td>-0.53</td>
</tr>
<tr>
<td>kT</td>
<td>0.61</td>
<td>0.40</td>
<td>0.41</td>
<td>0.34</td>
<td>0.65</td>
</tr>
<tr>
<td>Ecross</td>
<td>0.55</td>
<td>0.35</td>
<td>0.35</td>
<td>0.28</td>
<td>0.56</td>
</tr>
<tr>
<td>Part_start</td>
<td>-0.50</td>
<td>-0.11</td>
<td>-0.14</td>
<td>-0.11</td>
<td>-0.61</td>
</tr>
<tr>
<td>Part_mid</td>
<td>-0.68</td>
<td>-0.33</td>
<td>-0.32</td>
<td>-0.23</td>
<td>-0.51</td>
</tr>
<tr>
<td>Part_end</td>
<td>-0.37</td>
<td>-0.16</td>
<td>-0.16</td>
<td>-0.20</td>
<td>0.38</td>
</tr>
</tbody>
</table>

Fig. 2 The relationship of energy at which the thermal and non-thermal components of flare X-rays are equal, and the flare class in soft X-rays.

Discussion

The small statistics of solar flares used in this work allows only to note some general patterns. One of them is the absence of a significant correlation of electron fluxes with all used X-ray and gamma-ray emission parameters. Another statement is the lack of correlation of the spectral index of gamma radiation with particle fluxes.

In the future, it is planned to analyze how the energy of the accelerated electrons and the thermal energy of the flare region change during the flare. All flares from Table 1 are suitable for this analysis, if it is possible to estimate the volume of the flare area and to assume the fraction $f$ of this volume filled with the emitting plasma (filling factor). In Kurt V.G. et al. [2010] these calculations are presented for one of the most powerful flares observed at CORONAS-F on January 20, 2005 (class X7.1). The calculations were carried out using the formulas from Saint-Hilaire P. and Benz A.O. [2005] assuming the passage of electrons through a dense but optically thin plasma. Some of the main results are shown in Fig. 3.

Except for the very beginning of the flare preceding the impulsive phase, the energy deposited by the electrons prevails over the thermal one and is sufficient for plasma heating in the first acceleration pulse in the time interval 06:44–06:46 UT. The kinetic energy of the electrons is close to the thermal one for a filling factor $f=0.4–0.6$ in the remaining time. Thus, it means that in the event 20.01.2005 the electrons accelerated in the pulsed stage of the flare brought enough energy to provide the main heating of the plasma.
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Abstract.
We present the results on the analysis of microwave (MW) emission in solar flares related to strong solar energetic particle (SEP) events observed during the 23rd solar cycle. The parameters of the MW spectrum were used as indicators of acceleration processes during solar flares. The magnetic topology of the active regions (ARs) that produced the flares were taken into account by the approach suggested by Abrameko et al. [2018]. We found that during their evolution most of the ARs related to proton-rich SEP events violated at least one of the classical sunspot group evolution laws (Hale’s law, Joy’s law et cetera). However, the statistical study of all ARs of the cycle revealed the domination of normal ARs. The dependences between SEP events and MW indicators of the acceleration process for different groups are studied and discussed.

Introduction
The nature of the solar sources of solar energetic particle (SEP) events has not been fully understood nowadays (see, Klein and Dalla, 2017). There is no definitive answer to a very important question – are the charged particles accelerated during flares in the solar atmosphere or on shock waves generated by coronal mass ejections (CME)? Or do both of these mechanisms contribute to acceleration in different ratio? Why some active regions (ARs) are sources of a large number of solar geoeffective events, while others are not? The X-ray and gamma-ray emissions are direct indicators of acceleration processes in the solar atmosphere. But since the sensitivity threshold of modern detectors in these spectral ranges is not sufficient for detecting weak fluxes, information about many events is lost. The alternative to direct observations is the observation of microwave (MW) emission that is more sensitive to mechanisms of emission generated by accelerated electrons. However, applying of this type of observation as indicators of the processes of energy release and acceleration of particles in solar flares faces some problems. The first problem is that MW emission is generated by electrons only while the majority of SEP observations deals with protons. However, Chertok et al. [2009] showed the close correlation of the SEP proton fluxes and properties of MW emission. The other problem is that the MW flux distribution with frequency could be influenced simultaneously by several physical parameters. For example, the same flux value at the maximum of the spectrum can result from both the magnetic field value at the source and the density of accelerated electron flux. Thus the statistical analysis could get scattering resulted from non-uniform physical/morphological properties of solar sources.

Also, it is difficult to take into account the magnetic morphology of the emission source both as the magnetic topology of the AR. Abramenko et al. [2018] analyzed the violating of the classical sunspot group evolution laws for ARs of the 24th solar cycle. The study was done based on line-of-sight magnetograms provided by HMI/SDO and revealed three groups of ARs. The first group (A) consisted of regular ARs followed all the mean-field dynamo laws. They are about half of all analyzed ARs. The second group (B) was formed from the irregular ARs, violating either Hale polarity law or Joy's law or having the leading spot less
than the main following spot. It turned out that they are about 25%. The last group consists of unipolar ARs. These results give us some indicator of the AR's magnetic structure. The current study aims are to check the relation of the different groups with solar sources of proton-rich SEP events and to carry out the statistical analysis of MW emission parameters characterizing the acceleration processes.

Data and analysis

The SEP events with significant proton fluxes and solar flare related to these events were chosen using the catalogue of proton events by Papaioannou et al. [2016]. We also need to select events with signatures of non-thermal X-ray emission in order to check the properties of the acceleration processes. Thus, the period of selection should be limited by the observation of one instrument observing in this spectral region. We used data by CORONAS/SONG spacecraft for the period 2001–2005 [Kuznetsov et al., 2014]. This instrument obtained 1D and spectral observations but with high sensitivity to weak fluxes in non-thermal X-ray range. We selected the flares with pronounced response in spectral range above 25 keV. These events should also be simultaneously observed by RHESSI for confirmation of the localization. After the cross-check of the lists, we were left with 24 solar flares that satisfied the selected properties.

The catalogue presents SEP event fluxes of protons with energies above 10 MeV, 30 MeV, 60 MeV and 100 MeV. To increase the statistics, we used the information on the ratio of the maxima of the flux of particles with energies above 10 MeV and 30MeV. The lower value means a higher amount of more energetic protons.

The selected events should also have a response in the MW range. The parameters of the MW spectra were analyzed based on observations of the Radio Telescope Network (RSTN). RSTN [Guidice et al. 1981] obtains radio data with a time resolution of 1 s at eight selected frequencies and provides quasi-continuous data coverage over the day. If possible, the Nobeyama radio polarimeters data [Torii et al., 1979; Nakajima et al., 1985] were used for improving the spectral resolution of MW spectra. We used the values of the peak frequency and the electron spectral index as indicators of acceleration processes. The peak frequency is the frequency at which the flux value reaches a maximum. The electron spectral index $\delta$ was calculated by the formula $\delta = 1.1 \times (\alpha - 1.2)$ [Dulk, 1985], where $\alpha$ is the MW photon spectral index estimated as the slope of the spectrum at frequencies above the peak frequency.

To study the peculiarities of the AR we used the line-of-sight magnetograms and white-light observations by SOHO/MDI [Scherrer et al., 1995] and EUV observations by SOHO/EIT [Moses et al., 1997]. The considered events took place in 22 ARs during the 23rd cycle and had various topology of the magnetic field. We used criteria which allow us to take into account the peculiarities of the AR's evolution based on the magnetic-morphological classification of ARs. The classification relates to the agreement of bipolar ARs to the basic laws of the mean-field dynamo theory: the polarity law (Hale's law), the law of the tilt latitudinal dependence (Joy's law) and the rule about the ratio of magnetic fluxes/areas of leading and following sunspots. The criteria distribute the ARs into the same groups as it was in Abramenko et al. [2018].

We carried out, both, analysis of all ARs of the 23rd solar cycle and of the selected ARs. The results are presented as diagrams in Fig. 1. One can see that the distribution between the different groups (A, B and U) is the same as it was during the 24th solar cycle [Abramenko et al., 2018]. However, most of ARs that were related to SEP events occurred among the ARs violating at least one law (group B). The physical reason for such distribution could be that ARs violating the classic laws should have more complicated magnetic topology. This feature is well known as a factor promoting flare and CMEs productivity of ARs and SEP events as well.
To compare the indicators of acceleration in solar flares according to the MW emission with the ratio of SEP proton fluxes, we divided the events in two groups, A+U and B. The events of the first group occurred in regular ARs, which followed all laws or are unipolar (as rule the remains of leading spots of regular ARs). The magnetic structure in their ARs should be close to classical bipolar or unipolar. The other group consisted of events which turned out in ARs-"violators". Figure 2 presents the plots of the ratio of the maximum of proton flux above 10 MeV to the maximum of proton flux above 30 MeV relative to the peak frequency in GHz of the MW spectrum of the related flare. We can see that events related to ARs from groups A and U show some trend of this ratio to the peak frequency. The SEP events with more energetic protons correspond to the higher value of the peak frequency. The higher peak frequency could be a result of the higher magnetic field in the emitting source or larger fluxes of accelerated electrons. Anyway, this fact confirms the close relationship between acceleration processes in the solar atmosphere during flares and proton abundance of SEP events. But the plot for group B does not show a strong correlation.

The comparison of proton flux ratio in SEP events relative to the electron spectral index is shown in Figure 3. One can see that events related to ARs from group A and U demonstrate some correlation or tendency while the SEP events related to ARs from group B did not. We note that the tendency seen on the left panel of Fig. 2 is in good agreement with results obtained by Daibog et al. [1993]. The authors explained the relation of more proton-rich events to solar flares with the soft spectral index by the better possibility of the particle to escape from the higher loops where spectral index should be softer.

We also compared the photon flux ratio in SEP events and CME speed for the same groups (see, Fig. 4). Most of the CME speeds associated with the events of group A and U had the speed of about 1500 km/s and did not show a dependence with the ratio. The behavior of the events related to group B looked complicated and should be studied more carefully.
Fig. 2 The ratio of the fluxes at the maximum for protons with energies above 10 MeV to the fluxes of protons with energies above 30 MeV relative to the peak frequency for groups A and U (right panel) and group B (left panel), respectively.

Fig. 3 The ratio of the fluxes at the maximum for protons with energies above 10 MeV to the fluxes of protons with energies above 30 MeV relative to the electronic spectral index for groups A and U (right panel) and group B (left panel), respectively.
Fig. 4 The ratio of the fluxes in the maximum for protons with energies above 10 MeV to proton fluxes with energies above 30 MeV relative to the projected velocity of CMEs (https://cdaw.gsfc.nasa.gov/CME_list/) for groups A and U (right panel) and groups B (left panel), respectively.

Conclusions

Based on the analysis we make the following conclusions:

Most of ARs related to proton-rich events SEP events occurred in the ARs violating at least one of the classical mean-field dynamo laws (group B). But the statistical study of all ARs of the 23rd solar cycle showed the domination of normal ARs (group A).

Events associated with groups A and U show dependences on the peak frequency and spectral index, predicted by solar flare models and previously obtained by other authors (see, for example, Daibog et al., [1993]).

Events related with ARs of group B do not show any clear dependencies on both the peak frequency and spectral index.

We expect that most of the methods developed based on the “standard flare” model will work for prediction of the SEP productivity of ARs of groups A and U. However, these results require additional statistical study.

Acknowledgment

This study is supported by the project 'The origin on solar energetic particles: solar flares vs. coronal mass ejections', co-funded by the Russian Foundation for Basic Research with project No. 17-52-18050 and the National Science Fund of Bulgaria under contract No. DNTS/Russia 01/6 (23-Jun-2017). LK and NM thank the budgetary funding of Basic Research program II.16 for partial support.
References

Radio Signatures of in Situ Observed ACE/EPAM Electron Fluxes

Miteva R. 1, Samwel S. W. 2

1 Space Research and Technology Institute, Bulgarian Academy of Sciences (SRTI-BAS), Sofia, Bulgaria
2 National Research Institute of Astronomy and Geophysics (NRIAG), Helwan, Cairo, Egypt
E-mail: rmiteva@space.bas.bg

Abstract.
We present the preliminary results on a correlation study between RSTN radio flux and the peak intensity of ACE/EPAM 103–175 and 175–315 keV solar energetic electrons. Data over the period 1997–2017 is considered. For this analysis, we collected the reported radio flux at all eight RSTN frequencies (in the range 245 MHz–15.4 GHz), usually at the time of the identified flare origin. Pearson correlation coefficients are calculated between the reported radio flux at each frequency and the identified by us electron amplitude. Thus, for the first time the remotely observed radio signatures of electrons can be directly compared with the in situ observed electron flux over nearly two solar cycles. Comparison of the results with SOHO/ERNE protons over several energy channels is also presented and discussed.

Introduction
The aim of this work is the comparison of the space weather conditions before the onset of Solar energetic particles (SEPs) are in situ observed fluxes in the range 10–100s of keV for the electrons, from few to 100s of MeV for the protons and heavy ions that are originally accelerated in the solar corona and/or (re-accelerated) in the interplanetary (IP) space. SEP events are considered an important ingredient of space weather research [Schwenn 2006]. Improved knowledge of the particle acceleration, escape, transport and detection is needed to successfully forecast the particles in order to mitigate not only the technological risk [Pulkkinen 2007], but also the radiation hazard for future space travelers to Mars [Semkova et al. 2018]. The above chain of phenomena, which SEPs undergo from the Sun to the particle detector, is currently difficult to simulate. Thus, numerous proxies are utilized to quantify the observed particle flux from the properties of their solar origin, namely solar flares (SFs) and coronal mass ejections (CMEs).

The classical approach is to use the SEP peak identity and to perform Pearson correlation coefficients with the parameters of the SEP-associated SFs and CMEs. On the particle side, the majority of the statistical reports in the literature deal with energetic protons [Miteva et al. 2018]. Due to its long-term availability, GOES flare soft X-ray emission, so-called flare class, is primarily used to quantify the flare contribution to SEPs. Reports considering radio emission do exist (e.g. Miteva et al. [2017] and the references therein), however they always relate in situ observed protons with the remote signatures of electrons (e.g. radio flux). For the CMEs, their projected linear speed, angular width, acceleration, etc. are among the investigated quantities.

For the first time here, we start with the identification of in situ electrons and perform the correlations with the flare radio emission signatures using data over nearly two solar cycles. For that purpose, ACE/EPAM electron and RSTN metric to microwave (MW) radio wavelengths are selected. GOES flare class and CME linear speed are also used. Additionally, we compare the results with protons from the SOHO/ERNE instrument, in order to relate the obtained results to other studies.
Data selection and analysis

In this study we use electron data from ACE/EPAM [Gold et al. 1998] and proton data from SOHO/ERNE [Torsti et al. 1995] instruments as provided during solar cycles 23 and 24. Solar electron events in the 103–175 (low) and 175–315 keV (high) ACE/EPAM energy channels are identified and the background-subtracted flux of the in situ observed electrons is calculated. These are in fact the preliminary results from the ACE/EPAM electron catalog, currently under completion (http://www.nriag.sci.eg/aceepam-electron-event-catalog-2/).

Similar procedure is applied for the proton events using the preliminary results from the SOHO/ERNE catalog (http://newserver.stil.bas.bg/SEPcatalog/) in five energy channels: 17–22, 26–32, 40–51, 64–80, 101–131 MeV.

The association between SEPs and their solar origin is performed following the widely-adopted guidelines: the closest in time before the SEP onset at 1 AU and the strongest in SXR intensity/speed SF/CME pair is pre-selected. In case of eastern origin events (indicated by a slowly rising SEP profile) or when an alternative origin is indicated by the occurrence and strength of the accompanied type III radio bursts, a correction in the solar origin selection is performed.


Finally, for the RSTN radio emission, we used the NOAA-SWPC daily reports on the edited events (ftp://ftp.swpc.noaa.gov/pub/warehouse) that include also radio fluxes in 8 frequencies: 245, 410, 608 (606 in solar cycle (SC) 23, 610 in SC24), 1415, 2695, 4995, 8800, 15400 MHz.

Results

During the investigated period 1997–2017, we identified ~1240 ACE/EPAM electrons in the low energy channel and ~990 in the high energy channel, respectively. Solar origin is associated for 70–80 % of them.

The results for the Pearson correlations between the electron flux and the reported radio flux are listed in Table 1 for the two electron channels. In addition, the results are given graphically in Fig. 1, denoted with red for the low and blue color for the high energy channel, as a function of the RSTN frequencies. The vertical bars at each data point represent the uncertainties based on 1000 calculation using the bootstrapping method. The obtained trends rise to a maximum at about 2695–4995 MHz and then follows a decline. With horizontal lines are given the averaged value for the correlations with SFs and CMEs, denoted in the plot. They are based on 0.40±0.03 (897) and 0.38±0.04 (727) for the SF class and 0.43±0.04 (766) and 0.40±0.04 (625) for the CME speed for the low and high electron energy channels, respectively. In brackets are given the respective sample size for each calculation. In general, the results for the two electron energy channels are rather close in value.

Table 1. Pearson correlation coefficients and its bootstrapping uncertainty between the electron peak intensity at two energy channels and the RSTN radio flux. In brackets are given the sample size over which the respective correlation is made.

<table>
<thead>
<tr>
<th>Electron flux</th>
<th>245 MHz</th>
<th>410 MHz</th>
<th>608 MHz</th>
<th>1415 MHz</th>
<th>2695 MHz</th>
<th>4995 MHz</th>
<th>8800 MHz</th>
<th>15400 MHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>103–175 keV</td>
<td>0.25±0.07 (426)</td>
<td>0.32±0.05 (361)</td>
<td>0.40±0.05 (307)</td>
<td>0.43±0.05 (328)</td>
<td>0.51±0.05 (339)</td>
<td>0.52±0.04 (355)</td>
<td>0.50±0.04 (351)</td>
<td>0.43±0.04 (766)</td>
</tr>
<tr>
<td>175–315 keV</td>
<td>0.26±0.06 (371)</td>
<td>0.34±0.05 (324)</td>
<td>0.39±0.05 (280)</td>
<td>0.44±0.05 (301)</td>
<td>0.54±0.05 (312)</td>
<td>0.53±0.04 (328)</td>
<td>0.51±0.04 (324)</td>
<td>0.40±0.04 (625)</td>
</tr>
</tbody>
</table>
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Fig. 1 Dependence of the correlation coefficients between the in situ electrons and the RSTN radio emission plotted as a function of the RSTN radio frequency, in MHz. Color code used: red: 103–175 keV electrons, blue: 175–315 keV electrons.

For comparison, we perform the similar correlation study using the SOHO/ERNE protons. We calculate the respective correlations with the RSTN radio flux for each of the 5 proton energy channels, denoted in different color, and present the results as a function of the radio frequency only graphically, see Fig. 2. Similar trend, compared to the electrons is observed, with the exception of the correlation at 245 MHz which is enhanced.

Fig. 2 Dependence of the correlation coefficients between the in situ protons and the RSTN radio frequency plotted as a function of the RSTN radio frequency, in MHz. Color code used: red: 19.5 MeV, orange: 29 MeV, green: 45.5 MeV, blue: 72 MeV, purple: 116 MeV.
Finally, we show alternative representation of the above results, this time as a function of the proton energy, in each of the five channels, Fig. 3. A slightly declining trend is noticed for all 8 RSTN frequencies (plotted with different colors), with a steep drop at 64–80 (~72) MeV channel for some of the frequencies.

**Summary and discussion**

We perform, for the first time, correlation analysis between in situ observed electron fluxes and the remote electron signatures in terms of radio emission from RSTN stations in solar cycles 23 and 24. Apart from the 15.4 GHz we obtain an increasing trend of the Pearson correlation coefficients with the increase of the radio emission frequency of the electron related flares. The correlations for the 2695–8800 MHz emission are statistically larger compared to the cases when GOES SXR flare class and CME projected speed are considered. The trend is kept when the correlations are done both for low and high energy electron fluxes. The differences between low (245 MHz) and higher frequencies (2695–8800 MHz) are statistically significant.

With respect to the protons, similar trend with a peak at 3 GHz is obtained, although the steady increase starts from 410 MHz. In contrast to the two electron channel where no difference is noticed, there is a slightly decreasing trend (with a steep drop at 64–80 MHz) of the correlations with the increase of the proton energy.

This analysis will be repeated when the background subtracted radio flux is carefully analyzed by us for each event.
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Abstract.

We present a comparative study between SDO/EVE flare intensity and the peak intensity of solar energetic electrons and protons over solar cycle 24 (2010–2017). For the analysis we selected flare emission in three EUV wavelengths: 94, 133 and 304 Å. Data from 103–175 and 175–315 keV ACE/EPAM energy channels are used to identify and analyze the flux of the in situ observed electrons. SOHO/ERNE data in five energy channels (17–22, 26–32, 40–51, 64–80, 101–131 MeV) is used for the proton signatures of the so-identified electron events. We calculated Pearson correlation coefficients between the electron and proton particle fluxes and the flare EUV intensities, and compare the results with the respective correlations between particle flux and the solar flare GOES class and speed of the coronal mass ejections.

Introduction

Solar energetic particles (SEPs) – in situ observed 10–100s of keV electrons up to several 100s of MeV protons and heavy ions that propagate from the Sun into the interplanetary space – are an important aspect of space weather research [Schwenn 2006]. Nowadays, the SEP fluxes are accepted to be energized due to the acceleration processes taking place in solar flares (SFs) and coronal mass ejections (CMEs), regarded as the solar origin of the particles [Bazilevskaya 2017]. The negative effects of SEPs to various technological system, both ground-based and space-born, is now well established [Pulkkinen 2007]. Furthermore, the planning and carrying out of human flights to the Moon and Mars require an improved knowledge and successful forecasting of the energetic protons and electrons released from the Sun due to the potential radiation risk they carry [Semkova et al. 2018]. And since the electron component arrives first, it can be used as an early warning for the approaching protons [Posner 2007].

The standard approach is to use GOES soft X-ray (SXR) flare class and CME projected speed while quantifying the SFs or CMEs, respectively, as contributors to the SEP acceleration. Moreover, in the majority of the reports in the literature, proton particle fluxes are used. In our recent work [Miteva et al. 2018], we also used proton events but performed the correlations with hard X-rays (HXR). The selection criterion there was the visibility of events in the RHESSI HXR instrument [Lin et al. 2002]. Extreme ultraviolet (EUV) channels were not in the focus.

In the present study, we expand this line of analysis by utilizing solar flare emission in various EUV wavelength channels from the SDO/EVE instrument [Woods et al. 2012]. Here, we present for the first time the correlation study using the peak intensity of in situ solar energetic electrons in solar cycle 24. The time period is specified by the data availability from the SDO/EVE instrument.
Data selection and analysis

For the current analysis we use data from SDO/EVE, ACE/EPAM [Gold et al. 1998] and SOHO/ERNE [Torsti et al. 1995] instruments as provided during solar cycle 24. We select flare emission in three EUV wavelengths available from the SDO/EVE instrument since mid-2010: 94, 133 and 304 Å. However, the EVE instrument has a data gap after May 2014, thus limiting the event sample. Background subtraction of the flare emission is performed for each case and the peak amplitude is further used for the correlation analysis.

Solar electron data from 103–175 (low) and 175–315 keV (high) ACE/EPAM energy channels are used to identify and analyze the background-subtracted flux of the in situ observed electrons. These are preliminary results adopted from the ACE/EPAM electron catalog, currently under completion (http://www.nriag.sci.eg/aceepam-electron-event-catalog-2/).

Proton data from the SOHO/ERNE catalog (http://newserver.stil.bas.bg/SEPcatalog/) is used in five energy channels: 17–22, 26–32, 40–51, 64–80, 101–131 MeV as the proton signatures of the electron events. Also the proton fluxes are background subtracted ones.

The association between SEPs and their solar origin is performed following a standard set of criteria: the closest in time before the SEP onset at 1 AU and the strongest in SXR intensity/speed SF/CME pair is pre-selected. Correction in the selection is possible in case of eastern events (indicated by a slowly rising SEP profile) or when an alternative origin is indicated by the occurrence and strength of the accompanied type III radio burst.

Results

During the period of SDO/EVE data availability, we identified more than 200 ACE/EPAM electron events in the low energy channel and about 170 in the high energy channel, respectively. The solar origin (flare and coronal mass ejection, CME) is identified for the majority of the SEP events. Finally, we calculated the log$_{10}$–log$_{10}$ Pearson correlations between the electron and proton fluxes and flare EUV intensities, and compared the results with the respective correlation with the GOES 1–8 Å flare peak flux (GOES flare class) (https://hesperia.gsfc.nasa.gov/goes/goes_event_listings/) and the SOHO/LASCO CME projected speed (https://cdaw.gsfc.nasa.gov/CME_list/). The results are listed in Table 1, where the uncertainties are calculated based on the bootstrapping method over 1000 calculations. In brackets we give the respective sample size for each case.

Table 1. Pearson correlation coefficients and their uncertainties for different samples of SEP and flare/CME characteristics, as given in the respective columns and rows.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>EUV 94 Å</td>
<td>0.38±0.10 (127)</td>
<td>0.38±0.11 (111)</td>
<td>0.60±0.08 (68)</td>
<td>0.56±0.08 (64)</td>
<td>0.57±0.08 (56)</td>
<td>0.50±0.14 (31)</td>
<td>0.41±0.18 (17)</td>
</tr>
<tr>
<td>EUV 133 Å</td>
<td>0.40±0.09 (110)</td>
<td>0.39±0.10 (99)</td>
<td>0.53±0.08 (66)</td>
<td>0.52±0.09 (64)</td>
<td>0.50±0.10 (56)</td>
<td>0.29±0.17 (29)</td>
<td>0.40±0.23 (15)</td>
</tr>
<tr>
<td>EUV 304 Å</td>
<td>0.17±0.11 (85)</td>
<td>0.15±0.12 (76)</td>
<td>0.33±0.09 (50)</td>
<td>0.37±0.10 (48)</td>
<td>0.34±0.12 (44)</td>
<td>0.27±0.19 (25)</td>
<td>0.12±0.36 (13)</td>
</tr>
<tr>
<td>GOES class</td>
<td>0.32±0.07 (203)</td>
<td>0.30±0.08 (171)</td>
<td>0.46±0.08 (79)</td>
<td>0.45±0.08 (74)</td>
<td>0.45±0.09 (65)</td>
<td>0.40±0.15 (33)</td>
<td>0.29±0.18 (18)</td>
</tr>
<tr>
<td>CME speed</td>
<td>0.36±0.08 (150)</td>
<td>0.41±0.08 (126)</td>
<td>0.57±0.07 (79)</td>
<td>0.44±0.09 (74)</td>
<td>0.55±0.07 (65)</td>
<td>0.68±0.09 (33)</td>
<td>0.39±0.20 (18)</td>
</tr>
</tbody>
</table>

The sample size is given in brackets.
Fig. 1 Scatter-plots between the 103–175 keV ACE/EPAM electron peak intensity and the flare emission in EUV 94 Å, 304 Å, GOES SXR 1–8 Å or CME projected speed, respectively. The Pearson correlation coefficient is given on each plot. In brackets is shown the sample size.

Fig. 2 Scatter-plots between the 17–22 MeV SOHO/ERNE proton peak intensity and the flare emission in EUV 94 Å, 304 Å, GOES SXR 1–8 Å or CME projected speed, respectively. The Pearson correlation coefficient is given on each plot. In brackets is shown the sample size.
For illustration, in Figs. 1 and 2 we show representative scatter plots for some of the correlations of the electrons and proton fluxes with the flare and CME properties, respectively.

The following trends are obtained:

- The two electron energy channels give consistent results for the correlation coefficients.
- For all tested relationships, the correlation coefficients decrease when the energy of the proton increases.
- The highest correlation coefficient of the flare EUV emission is smaller for the electron flux (0.4) than for the proton flux (0.6).
- For both electrons and protons the correlation coefficients are higher with the SDO/EVE 94 Å wavelength than the GOES class.
- The differences between the correlation coefficients for GOES class vs. electron fluxes and the EUV fluxes vs. electron fluxes are small and not statistically significant. Similar trends are obtained when the correlations are done between the electrons and CME speed.
- When proton fluxes are used instead, the correlations with some EUV flare emission wavelengths and SXR can differ up to twice the uncertainty value, however the differences are again not statistically significant. The correlations with the CME speed and protons can be larger for specific proton energies.
- The correlations with 304 Å are systematically lower compared to the other two EUV wavelengths, 94 and 133 Å.

Summary and discussion

We perform, for the first time, correlation analysis between in situ observed electron fluxes above 100 keV with parameters of solar flares (GOES class, EUV intensity) and CMEs (projected speed). For the statistical study we use the available data from SDO/EVE (2010–2014) and preliminary ACE/EPAM electron and SOHO/ERNE proton lists.

The correlation coefficients between the SOHO/ERNE proton peak intensities and the flare emission from the EUV channels 94 and 133 Å are always larger or similar to the respective values when GOES flare class and LASCO projected CME speed are used instead. The opposite result is found when 304 Å data is used.

With the increase of the SOHO/ERNE proton energy we obtained a declining trend for the correlations between the proton peak fluxes and flare emission (both EUV and SXR) and the CME speed. The first part is in contrast to the result reported by Dierckxsens et al. [2015] between SEPEM protons (based on GOES and IMP-8 data) and the SXR flare emission, where a rising trend with respect to proton energy was obtained. The declining trend of the correlations with the CME speed is confirmed using an alternative source of proton data. Although the SOHO/ERNE proton data is known to have some saturation effects for large intensity events, the selective discrepancy of the flare correlation trend needs further research.

For all cases, we obtain lower Pearson correlation coefficients when using electron fluxes, compared with the commonly used proton fluxes.

We find that final conclusions made for the flare vs. CME origin of SEP events are sensitive on the selection of electron vs. proton events and also on the chosen wavelength of flare emission. This reflects the contradicting reports in the literature on the SEP-productivity of SFs vs. CMEs.
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Abstract.
The study on the relationship of solar cosmic ray events (in particular, the ratio of the maximum between the proton and electron fluxes) with X-ray and gamma radiation from solar flares, as well as with parameters of coronal mass ejections was carried out. It was done on the basis of SOHO/ERNE proton event catalog (http://newserver.stil.bas.bg/SEPcatalog/) and Solar Flares Catalog based on measurements of X- and gamma-emission (>50 keV) detected by SONG (CORONAS-F – Russian solar observatory) from August, 2001 till December, 2003 (http://swx.sinp.msu.ru/apps/solar_flares_cat/index.php). Solar electron flux (> 300 keV) were measured in the polar caps by MKL-instrument on board CORONAS-F satellite.

Introduction
Solar energetic particles (SEPs) – electrons, protons and heavy nuclei at energies from the keV up to the GeV range – together with X-ray and gamma-ray flares and coronal mass ejections (CMEs) are important components of space weather and topic of ongoing research [Lanzerotti, 2001, Jiggens et al., 2014]. The aim of this work is the comparison of the ratio of the maximum proton and electron fluxes of SEPs with the soft X-ray (SXR), hard X-ray (HXR) and gamma-ray flare intensity and the projected velocity of CME.

Experiments
The CORONAS-F Russian space solar (Complex ORbital Observation in Near-Earth space Activity of the Sun) observatory was launched on July 31, 2001, and operated until the end of 2005. At the beginning of its flight CORONAS-F had a quasi-circular orbit, with initial parameters: altitude 507±21 km, inclination 82.5 degrees, and period of revolution 94.5 min. The primary goal of the CORONAS-F experiment was to investigate nonstationary processes on the Sun and their impact on the interplanetary medium and the Earth’s magnetosphere [Kuznetsov et al., 2014].

It is very important that on CORONAS-F observatory both neutral solar emission and charged particles were detected. Solar neutrons were measured on the lighted side of the Earth outside of the Earth’s radiation belts, solar particles – both protons and electrons – in polar caps.

In the SONG (SOlar Neutrons and Gamma-quants) instrument CsJ-crystal is used for X-ray and gammas detection: it has rather smaller energy resolution comparing with NaJ, but impulse shape depends on specific ionization of the particle, therefore it is possible to differ impulses produced by gammas and neutrons. More detail the SONG instrument description you can find in Kuznetsov et al. [2014] and in the same Proceedings, paper of Bogomolov A. et al. [2019, this issue].

The MKL instrument which detected charged particles, both solar protons and electrons, consists of one block with radiation detectors, pulse generators, gate circuits, and voltage converters for the detectors and electronics along with a device for information output to the telemetry inside it.
Spectra of electron flux with energies of E_e 0.3–12 MeV and proton flux with energies of E_p 1–5 MeV are measured by means of telescopic system consisting of three detectors (see Fig. 1). Dt.3 is a thin n-p-detector of 10 mm diameter and 50 μm thickness; Dt.4 is a thick n-p-detector of 12 mm diameter and 2,000 μm thickness; Dt.5 is a jointed scintillation detector of Phoswich type. It consists of CsJ crystal of 10 mm diameter and height. CsJ has a higher density comparing with Si-detectors and allows to measure electrons with higher energy [Kuznetsov et al., 2014].

Data

In this work we used the peak flux of solar electrons with the energy 0.6–1.5 MeV from MKL instrument. For the solar proton peak flux we have used the reported values from the catalog lists the proton enhancements from the High Energy Detector (HED) aboard SOHO/ERNE instrument identified during solar cycle (SC) 23 (1996÷2008) and SC24 (2009÷2018), http://newserver.stil.bas.bg/SEPcatalog.

The catalog lists the peak intensity for the solar proton events in the different HED energy channels (in the range 14÷131 MeV) and additional information (GOES SXR flare class, linear speed of the CME in km s^{-1}) organized in table-form separately for SC23 and SC24. Proton peak was identified at the maximum of the particle profile (local enhancements are not considered). Onset time was identified as the time of 3-sigma intensity value above pre-event level. Peak time was considered as the time at the peak proton intensity. The peak proton intensity (J_p) was given after subtraction of the pre-event level in protons/(cm^2*sr*MeV). The reported there onset/peak times and J_p are based on 5-min averaged data.

We used the reported peak fluxes of solar protons from the SOHO/ERNE catalog and not measured by an MKL device, as was done for electrons, because SOHO/ERNE instrument has much higher sensitivity, which gave us the opportunity to analyze weak SEP events that were of considerable interest to us.

We compared the peak flux of solar protons with energies 17–22 MeV according to the SOHO/ERNE catalog, with the ones of solar electrons (J_e) with energies of 0.6–1.5 MeV according to the MKL instrument.

For 125 SEP events from September 9, 2001 to December 2, 2003, peak proton (17–22 MeV) and electron (0.6–1.5 MeV) fluxes were analyzed, as well as the properties of the SEP solar origin: CME speeds, class of the X-ray flare, flare heliographic coordinates and gamma fluences with energies above 500 keV. We found that for 34 of these 125 proton events, the flux of solar electrons was not observed – probably due to insufficient sensitivity of the MKL device for weak events. For the remaining 91 events, we analyzed the ratio of the fluxes of solar protons and electrons.

Results and discussion

The correlation plot between the peak fluxes of solar protons with energies 17–22 MeV according to SOHO/ERNE catalog vs. the peak flux of solar electrons with energies of 0.6–1.5 MeV according MKL data is presented in Fig. 2.
Fig. 2 Correlation plot between the peak flux of solar protons with energies 17–22 MeV according to SOHO/ERNE catalog vs. the peak flux of solar electrons with energies of 0.6–1.5 MeV according MKL data. For color code see text.

Different colors represent events depending on the localization of the SEP-related solar flare on the solar disk according to the SOHO/ERNE catalog: west events (W90–W30 degrees) in red color, central events (W30–E30 degrees) – green, east events (E30–E90 degrees) – oblique crosses. Events for which localization by the SOHO/ERNE catalog has not been determined in Fig. 2 (and in all next figures) are shown in green. From Fig. 2 it is clearly seen that there is a number of non-localized events, especially among the weak SEP events (with proton flux in 17–22 MeV less than 0.01 particles per cm$^2$-s-sr-MeV).

Figure 2 also shows that there is a linear relationship between the maximum intensity of proton and electron fluxes in SEPs, both for western and central flares as well as strong non-localized ones, except for a few events.

In order to investigate this feature in more detailed, we have analyzed the dependence of the ratio of peak flux of protons and electrons ($J_e/J_p$) on the flux of protons (left panel of Fig. 3) and electrons – right panel of Fig. 3).

As can be seen from the left panel of Fig. 3, in the case of dependence on the proton flux, a declining trend is obtained: for a higher proton flux – a lower ratio $J_e/J_p$ was observed, except for four events.

As for the dependence of the ratio $J_e/J_p$ on the peak solar electron fluxes, there is a more complex relationship. In the right panel of Fig. 3, two branches are visible. The first is a linear relationship at high peak electron fluxes, where the ratio 100–1000 is obtained, which includes events generated primarily by central and western flares. The second is also linear, but with medium peak solar electron fluxes (<100 particles per cm$^2$-s-sr-MeV), and the ratio is substantially higher, with most events being the result of western or non-localized flares.

It is possible that there are at least two types of flares for which the conditions for acceleration and escape from the Sun of protons and electrons are different. Namely, there are a number of relatively weak events, where the flux of solar electrons is nevertheless significant. Since among such events there are practically no events generated by central flares, it can be assumed that in such cases it is more difficult for solar protons to reach Earth orbit than for the electrons originated in the same flare.
Our next step was to study the dependence of the Je/Jp ratio on (a) the class of the parent flare in SXRs (left panel of Fig. 4) and b) on the speed of the CME associated with this SEP event (right panel of Fig. 4). The values for both the flare class and the speed of the CME were taken from the SOHO/ERNE catalog.

As it can be seen from both panels of Fig. 4, it is difficult to make any definite conclusions. For the left panel in Fig. 4 it is possible to see a growth in the ratio of Je/Jp with the decrease in the SXR flare class (which coincides with the conclusions from the left panel of Fig. 3, since the higher peak proton flux more often corresponds to the higher class of the flare in SXRs). There is no correlation between the ratio of Je/Jp and the linear velocity of the CME, at least for these data.
Our last attempt to find a relationship of $J_e/J_p$ with parameters of the parent flares was to perform the correlation with the peak HXR fluxes with energy $> 50$ keV (left panel) and gamma fluence $> 500$ keV (right panel) both according to SONG (CORONAS-F). The results are presented in Fig. 5.

Among 70 flares in which the SONG instrument measured the HXR flux, only 17 of them were followed by SEP events, and only in 12 of these 17 flares the gamma-emission flux with the energy $>500$ keV was measured, which made it possible to calculate their gamma-fluence (the total number of photons with energies above 500 keV recorded during the flare). Figure 5 shows that there is no correlation between the peak of the HXR emission and $J_e/J_p$. In the case of flare gamma-fluence, there is a tendency of increase of the ratio flux $J_e/J_p$ with the increase of gamma-fluence, which is expected, since the main part of gamma radiation belonged to the energy range up to 10 MeV, which corresponds to the acceleration of flare electrons.

Conclusions

The $J_e/J_p$ ratio in SEP events during 2001–2003 years was analyzed.

For the higher flux of the protons – lower ratio $J_e/J_p$ was obtained, except for four events.

The dependence of the ratio $J_e/J_p$ on the peak flux of solar electrons is complex – we have found two branches of this dependence, so it is possible that there are at least two types of flares for which the conditions for acceleration and escape from the Sun of protons and electrons are different. This deserves further investigation.

No clear correlations were found between the ratio $J_e/J_p$ with flare class, CME velocity and HXR peak flux.
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Abstract.
Particles accelerated to high energies by solar eruptive phenomena can reach the Earth moving along the interplanetary magnetic field lines. We use a list of 156 SOHO ERNE 20 MeV solar energetic particle (SEP) events from solar cycle 24 (2009–2017) with identified solar origin (e.g. flares and CMEs). The aim of this study is to evaluate the 3D parameters of SEP-related CMEs and estimate if they can give us a better insight of SEP production than the previously used 2D velocities. The 3D kinematic properties of the CME set are explored using observations from STEREO SECCHI and SOHO LASCO coronagraphs based on the STEREOCat analysis tool.

Introduction
CMEs are changes in coronal structure including appearance and ejection of bright formation of plasma that can be observed at various wavelengths (white-light, soft X-ray, EUV, etc.). Usually their speeds are estimated in the plane of the sky (which is a projection of their real velocities) and have typical values in the range between 20 and 2000 km s\(^{-1}\). Occasionally it may reach values up to 3500 km s\(^{-1}\) [Chen P. F., 2011]. The mean CME speed varies between 300 km s\(^{-1}\) (near solar minimum) and 500 km s\(^{-1}\) (near maximum of the solar cycle) [Yashiro S., et al., 2004].

CME parameters are important part of all CME propagation models as initial conditions. Such models help to estimate the CME path and arrival time at various locations, which requires precise evaluation of CME parameters.

Solar energetic particles (SEPs) are the in situ observed electrons, protons and ions of solar origin that were accelerated by processes taking place at solar eruptive phenomena and propagated through the interplanetary space to spacecraft outside Earth magnetosphere. SEP events constitute an important space weather component that carry technological and biological risks [Pulkkinen T., 2007; Semkova J., et al., 2018]. Mitigation procedures start with an improved forecasting of the phenomena that involves better knowledge on their connection to solar eruptive events. Generally, when quantifying the relationship between SEP intensity and solar flare flux and CME speed, one used Pearson correlation analysis. Apart from selected event cases described by Park et al. [2017], only SOHO/LASCO CME projected speeds were used previous papers. In this study, we expand the sample size by covering solar cycle 24.

Data
CMEs are visible in white light as bright structures moving away from the Sun in coronagraphs. The best observations of CMEs nowadays are provided by SOHO and STEREO missions. For the analysis performed in this study, we used data from the following coronagraphs:

- Sun Earth Connection Coronal and Heliospheric Investigation (SECCHI) COR 2 on board both the STEREO Ahead & Behind spacecraft (FOV – out to 15R\(\odot\)).
- Large Angle and Spectrometric Coronagraph (LASCO) C3 – SOHO with FOV 3.7\(\pm\)32R\(\odot\) above the solar limb.
The analysis presented in this study is done using the StereoCat tool. Related SEP events are explored using data from SOHO/ERNE ~20 MeV energy channel.

The aim is to estimate “true” 3D velocities of SEP-related CMEs and compared it with 2D speeds, provided by SOHO LASCO CME Catalog.

Results

a) Velocity distributions of SEP-related CMEs

A list of 156 solar energetic particle (SEP) events was obtained for the period of solar cycle 24 (2009–2017). All events were associated with CMEs and 112/156 events were also linked with solar flares.

We estimated the “true” velocities of SEP-related CMEs with STEREOCat tool, which allows common measurements using only 2 spacecraft data at once. Depending on visibility of eruptions by different instruments we made measurements with all possible combinations of telescopes. 41/156 CMEs were observed simultaneously by the 3 instruments and we estimated 3 values for their 3D speeds (STEREO A + LASCO C3; STEREO A + STEREO B; LASCO C3 + STEREO B). Since no STEREO Ahead data is available for the period 2014 July–2015 November and after October 2014 STEREO Behind is out of order, measurements for 28/156 events observed in this periods are impossible. 8/156 CMEs are only observed simultaneously by STEREO B and C3 (in the period of STEREO A data gap) and in other 9 cases the only possible combination includes STEREO A and C3 data (after communications with STEREO B dropped down).

Finally, we have 64 measurements by the pair STEREO A and LASCO C3, 56 calculations by STEREO A and STEREO B and 53 – by LASCO C3 and STEREO B. We plotted the distributions of the 3D velocities by each pair (Figure 1a, b, c) as well as the distribution of 2D velocity quantified by LASCO CME Catalog (Figure 1d).

The average and median velocities in each case show that we have similar values from the 3 different combinations of instruments that estimate 3D speeds (average velocities between 1220 and 1273 km s\(^{-1}\) and median velocities 1148–1156 km s\(^{-1}\)), but they differ from the values obtained by the 2D sample (average and median speeds, 1003 km s\(^{-1}\) and 928 km s\(^{-1}\), respectively).

b) Comparison between measured 3D and 2D velocities

To compare the calculated velocities with LASCO 2D CME speeds we plotted the dependence and estimated Pearson product-moment correlation coefficient r for each plot (values are given in Table 1). The most powerful relation with 2D speeds seems to be with the velocities measured by STEREO A + LASCO C3 pair, although other pairs also show high positive correlation with 2D velocities. The uncertainties are calculated using bootstrapping method based on a sample of 1000 calculated correlations. Coefficients of determination (\(r^2\)) for each pair is also estimated and listed in Table 1.

<table>
<thead>
<tr>
<th>Pair of instruments</th>
<th>r</th>
<th>(r^2 \times 100) [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>STEREO A + C3</td>
<td>0.86±0.04</td>
<td>74</td>
</tr>
<tr>
<td>STEREO A + B</td>
<td>0.78±0.08</td>
<td>61</td>
</tr>
<tr>
<td>C3 + STEREO B</td>
<td>0.83±0.05</td>
<td>69</td>
</tr>
</tbody>
</table>
Fig. 1 Distribution of the velocities of SEP-related CMEs according to the pair of instruments used for the measurements. STA denotes STEREO A, STB – STEREO B, Earth - SOHO.
Pearson correlation coefficient is also calculated to reveal a relation between a characteristic of SEP-related event (CME or flare) and peak intensity of SEP event, detected on 20 MeV by SOHO/ERNE. Results are listed in Table 2.

The highest correlation again is with 2D LASCO speeds, although STEREO A combinations with C3 and STEREO B also give close value.

Table 2. Pearson product-moment correlation coefficients $r$ and coefficients of determination for relations of different properties (2D and 3D CME speeds, and flare class) with peak intensity of the associated proton event on 20MeV.

<table>
<thead>
<tr>
<th>Properties</th>
<th>No. of events</th>
<th>$r$</th>
<th>$r \times 100$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flare class</td>
<td>112</td>
<td>0.42±0.07</td>
<td>18</td>
</tr>
<tr>
<td>2D LASCO CME speed</td>
<td>156</td>
<td>0.55±0.05</td>
<td>30</td>
</tr>
<tr>
<td>ST A+C3 CME speed</td>
<td>64</td>
<td>0.47±0.09</td>
<td>22</td>
</tr>
<tr>
<td>ST A+ST B CME speed</td>
<td>56</td>
<td>0.47±0.11</td>
<td>22</td>
</tr>
<tr>
<td>C3+ST B CME speed</td>
<td>54</td>
<td>0.42±0.11</td>
<td>18</td>
</tr>
</tbody>
</table>

Conclusions

We present a study of “true” 3D velocities of CMEs related with the SEP events from solar cycle 24.

Our results show that 3D speeds are in general larger than the SOHO/LASCO projected speeds. Correlation coefficients while using the 3D speed are smaller than those when using 2D speeds, although the differences are within the statistical uncertainty. Thus, LASCO CME speeds tend to overestimate the relevance of CMEs as the origin of SEP events, at least in a statistical sense.

Acknowledgment

This study is supported by the National Science Fund of Bulgaria with contracts No.: DNST/Russia 01/6 (23-Jun-2017), KP-06-H28/4, NTS/AUSTRIA 01/23 (28.02.17) and Austria OeAD Project No. BG 11/2017.

References

About Productivity of the Solar Energetic Particle Events

Zhdanov D.A. 1, Kashapova L.K. 1, Myshyakov I.I. 1, Miteva R. 2

1 The Institute of Solar-Terrestrial Physics, SB RAS, Irkutsk, Russia
2 Space Research and Technology Institute – Bulgarian Academy of Sciences, Sofia, Bulgaria
E-mail: zhdanov@iszf.irk.ru

Abstract.

We present an analysis of 22 SEPs events related to flares that demonstrate significant microwave emission. We analyzed the microwave burst parameters characterizing acceleration processes for each event. In some events, despite the significant microwave signatures, powerful SEPs were not produced.

The current study aimed to check the correlation of the SEP event productivity of active regions based on features of their magnetic field topology and the presence of type III radio bursts as an additional indicator of open magnetic field lines. The magnetic field during the pre-flare stage was extrapolated by a potential approximation. The obtained results are discussed.

Introduction

Solar energetic particles (SEPs) relate with one of the most important aspects of space weather. The electrons, protons and ions observed in situ on the terrestrial orbit present a real hazard to humans and technological devices. The problem of physical understanding of the processes of acceleration, escape and transport from the solar source to the particle detector has been still actual nowadays (see, for example, Klein and Dalla, 2017). There are no doubts that the solar origins of SEP events relate to solar flares and coronal mass ejections (CMEs), but the role distribution between these phenomena is unclear. One of the studied problems is on the indicators of acceleration processes. Emission generated by electrons could be directly observed both in X-rays and microwaves. However, the emission generated by protons is observed very rarely because of the low flux level of emission and the insufficient threshold of the current instruments. There are several approaches based on observational and theoretical studies. For example, Chertok et al. [2009] demonstrated the close relation of the SEP proton fluxes and properties of microwave non-thermal gyrosynchrotron emission. Also, it is not clear what the importance of particle acceleration is over their escape to interplanetary (IP) space.

The SEP events may not be related to powerful soft X-ray solar flares. But on the other hand, weak flares may be associated with prominent SEP events. In the work by Bogomolov et al. [2018] a comparison between the characteristics of two flares was carried out. These flares show very close characteristics of the acceleration processes. It is turned out that the flare related to the proton-rich SEP event took place in the active region where 3D reconstruction of magnetic field lines demonstrated the presence of a fan of high loops associated with open magnetic field lines. Moreover, the flare was associated with the type III radio burst that is also evidence of the presence of open magnetic field lines during the solar flare and nearby the flare location.

Based on these results we could make the assumption and show that one of the indicators of the existence of advanced possibilities for proton escaping could be the domination of open magnetic field lines in the active region producing the event. This hypothesis should be checked on a more statistically representative set of data. Microwave emission properties could be an indicator of the presence of acceleration process.

And the type III radio bursts will be an additional indicator of existing of open magnetic field lines nearby the flare location.
Data and analysis

We used the catalog of the SEP events detected by the Wind/EPACT instrument over the period 1996–2016 [Miteva et al. 2018]. Microwave data was obtained by the Badary Broadband Microwave Spectropolarimeter (BBMS) located in Radio Astrophysical Observatory of the Institute of Solar-Terrestrial Physics, Russia [Zhdanov et al. 2011].

We considered two groups of SEP events. The first group consisted of solar flares associated with proton events, the second group consisted of solar events without protons. Table 1 shows a list of 18 proton-rich events and 3 non-proton-rich events. We had described the microwave properties of the first group (№1-18) in Zhdanov et al. [2018].

The second group contains solar flares which had a radio flux higher than 500 sfu at two or more frequencies simultaneously in the range from 3.7 to 17 GHz, but were not followed by significantly enhancement in the proton flux. We used the Nobeyama radio polarimeter catalog of radio fields to find such events in the period 2010–2017. We chose only the events that were simultaneously observed by the BBMS also. Thus, we could found only 3 events (№19-21).

Table 1 List of SEP events with properties of the associated phenomena.

<table>
<thead>
<tr>
<th>№</th>
<th>Date (yyyy-mm-dd)</th>
<th>Start time (UT)</th>
<th>GOES class</th>
<th>Radio Flux_nmax at F_nmax (sfu)</th>
<th>Radio Flux_nmax at F_nmax (GHz)</th>
<th>Proton flux 28-72 MeV</th>
<th>Flare Position</th>
<th>CME Speed km/s</th>
<th>Magnetic configuration</th>
<th>type III radio bursts</th>
<th>Learmonth catalogue</th>
<th>Wind/ WAVES</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>2012-06-07</td>
<td>01:05</td>
<td>X1.3</td>
<td>700</td>
<td>9.4</td>
<td>9,591/109851</td>
<td>N22E12</td>
<td>1825</td>
<td>closed</td>
<td>No</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>2012-05-17</td>
<td>02:25</td>
<td>M5.1</td>
<td>600</td>
<td>5.0</td>
<td>1,357/1296</td>
<td>N11W76</td>
<td>1582</td>
<td>-</td>
<td>No</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>2011-06-07</td>
<td>02:25</td>
<td>M2.5</td>
<td>800</td>
<td>5.0</td>
<td>3,390/7315</td>
<td>S21W54</td>
<td>1255</td>
<td>open-closed</td>
<td>No</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>2011-08-09</td>
<td>02:25</td>
<td>X6.9</td>
<td>900</td>
<td>10.0</td>
<td>0,127/2284</td>
<td>N17W69</td>
<td>1610</td>
<td>open-closed</td>
<td>No</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>2013-06-07</td>
<td>01:05</td>
<td>X1.2</td>
<td>1600</td>
<td>7.0</td>
<td>0,035/2484</td>
<td>N12E60</td>
<td>1366</td>
<td>closed</td>
<td>No</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>2014-02-20</td>
<td>02:25</td>
<td>M3.0</td>
<td>500</td>
<td>6.0</td>
<td>0,030/272</td>
<td>S15W75</td>
<td>948</td>
<td>open-closed</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>2015-06-08</td>
<td>02:06</td>
<td>M2.6</td>
<td>1100</td>
<td>7.5</td>
<td>0,020/266</td>
<td>S16W81</td>
<td>1714</td>
<td>-</td>
<td>No</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>2013-11-02</td>
<td>02:40</td>
<td>C8.2</td>
<td>80</td>
<td>4.0</td>
<td>0,014/202</td>
<td>S23W04</td>
<td>828</td>
<td>closed</td>
<td>No</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>2015-06-05</td>
<td>02:06</td>
<td>C8.2</td>
<td>80</td>
<td>4.0</td>
<td>0,014/202</td>
<td>S23W04</td>
<td>828</td>
<td>closed</td>
<td>No</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>2016-03-01</td>
<td>02:40</td>
<td>M2.9</td>
<td>110</td>
<td>4.7</td>
<td>0,005/153</td>
<td>S16E75</td>
<td>1900</td>
<td>-</td>
<td>No</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>2014-12-17</td>
<td>04:40</td>
<td>C8.2</td>
<td>12</td>
<td>7.0</td>
<td>0,002/14</td>
<td>N12W88</td>
<td>592</td>
<td>-</td>
<td>No</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>2016-05-07</td>
<td>02:40</td>
<td>M2.9</td>
<td>700</td>
<td>7.0</td>
<td>0,001/107</td>
<td>S20E09</td>
<td>587</td>
<td>closed</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>2016-04-18</td>
<td>04:14</td>
<td>M6.7</td>
<td>350</td>
<td>6.0</td>
<td>0,000/107</td>
<td>N12W62</td>
<td>1084</td>
<td>closed</td>
<td>No</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>2013-05-01</td>
<td>04:40</td>
<td>M1.1</td>
<td>120</td>
<td>1.5</td>
<td>0,000/107</td>
<td>N11E12</td>
<td>1063</td>
<td>open-closed</td>
<td>No</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>2016-06-23</td>
<td>05:00</td>
<td>M7.6</td>
<td>700</td>
<td>7.0</td>
<td>0,000/107</td>
<td>N05W73</td>
<td>835</td>
<td>-</td>
<td>No</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>2016-11-10</td>
<td>05:12</td>
<td>X1.0</td>
<td>550</td>
<td>8.0</td>
<td>-</td>
<td>S13W14</td>
<td>682</td>
<td>closed</td>
<td>No</td>
<td>Weak</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>2014-11-10</td>
<td>01:39</td>
<td>M8.7</td>
<td>1000</td>
<td>9.4</td>
<td>-</td>
<td>S12E21</td>
<td>80</td>
<td>close</td>
<td>No</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>2015-03-10</td>
<td>03:21</td>
<td>M5.1</td>
<td>1100</td>
<td>17.0</td>
<td>-</td>
<td>S16E34</td>
<td>1040</td>
<td>open</td>
<td>No (V type)</td>
<td>Weak</td>
<td></td>
</tr>
</tbody>
</table>

The magnetic field was reconstructed using data, provided by Heliospheric and Magnetic Imager (HMI) [Schou et al. 2012] instrument onboard Solar Dynamics Observatory (SDO) spacecraft [Pesnell et al. 2012]. We reconstructed a coronal magnetic field in a potential approximation for the all events from two groups. The coronal magnetic field was calculated in a potential approximation using a method, based on Green's function approach.
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The applied method works in a spherical geometry. Distribution of the radial magnetic component over the photosphere level, calculated from SDO/HMI vector magnetograms with resolved pi-ambiguity, is used as input boundary conditions. The height of the computational domain is 150 Mm that defines the maximum height of the reconstructed loops up to 0.2 solar radii. We considered force lines to have either a closed configuration or an open configuration. Table 1 shows the result of determining the magnetic field configuration for all events. The presence of the type III radio bursts we checked by two ways. We used the information from Learmonth radio spectrograph (25–180 MHz) catalogue of radio bursts (http://www.sws.bom.gov.au/World_Data_Centre/) by Automated Radio Burst Identification System (ARBIS 2) based on the algorithm by Lobzin et al. [2009]. Information about the presence of the burst at lower frequencies we obtained from the Wind/WAVES data.

**Discussion and conclusion**

Initially, we checked the presence of open magnetic field line configuration in active regions as factor that leads to more proton-rich event. However, we found the closed configuration of the magnetic field in most of the active regions associated with the solar origins of proton-rich SEP events. Figure 1 shows the open-closed magnetic field configuration in event SOL2012-01-23.

![Example of closed magnetic field configuration in the event SOL2012-01-23](image)

*Fig. 1 Example of closed magnetic field configuration in the event SOL2012-01-23, green lines – force lines, purple contour – the 17 GHz radio source by Nobeyama Radioheliograph (NoRH). Contour levels – 0.7, 0.8, 0.9 from of the maximum.*
Fig. 2 Example of open-closed magnetic field configuration in the event SOL2011-06-07, green lines – force lines, purple contour – the 17 GHz radio source (NoRH). Contour levels – 0.7, 0.8, 0.9 from of the maximum.

Fig. 3. Example of open magnetic field configuration in the event SOL2015-03-10, green lines – force lines, purple contour – the 17 GHz radio source (NoRH). Contour levels – 0.85, 0.9, 0.95 from of the maximum.
We did not find clear evidence of open magnetic configurations in the active regions related to the studied proton events. Conversely, some configurations look like an open-closed configuration. Figure 2 shows the open-closed magnetic field configuration in the active region where the event SOL2011-06-07 occurred. We found the open-closed configuration of the magnetic field in active regions associated with 4 proton events out of 17 only.

Only one flare was in active region where the magnetic field configuration was clearly open. But this flare is associated with unproductive proton events. Figure 3 shows the open magnetic field configuration in event SOL2015-03-10. But the catalogue of Learmonth spectrograph showed presence the type V during the corresponding flare. If the burst identification is correct, it means that accelerated electrons escaping from the solar atmosphere were captured by high closed magnetic field lines. The presence of the low-frequency type III bursts indicates open magnetic field lines extend from 0.5 solar radii into IP space [Cane et al. 2002]. Our method allowed reconstructing the magnetic field lines up to 0.2 solar radii. The presence of type V instead the type III could mean that the used approach for estimation is not working properly.

Moreover, we were faced with uncertainties with the detection of type III radio bursts. For most of the events where the Learmonth catalogue did not reveal the type III presence, the WIND/Waves observations showed the presence of type III at lower frequencies. The visual inspection of the Learmonth dynamic spectra also reveal type III-like activity at the time of interest. The events without proton fluxes demonstrated week evidence or absence of type III.

Thus, the approach taking into account the configuration of magnetic field lines in the active regions associated with the SEP event should be improved based on the results obtained in the current study.
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